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AMS-­‐02	
  new	
  results	
  in	
  2014	
  was	
  
selected	
  by	
  the	
  members	
  of	
  CAS	
  &	
  
CAE	
  as	
  the	
  2014	
  world-­‐wide	
  top	
  10	
  
news	
  in	
  sciences	
  &	
  technology	
  ；	
  
阿尔法磁谱仪项目最新研究成果被
中国两院院士评选为2014年国际十
大科技新闻 

美籍华人物理学家丁肇中9月18日公布
阿尔法磁谱仪项目最新研究成果，进一
步显示宇宙射线中过量的正电子可能来
自暗物质。根据研究小组在《物理评论
快报》上发布的数据，阿尔法磁谱仪观
察到的410亿个宇宙射线事件中，约有
1000万个是电子或正电子。正电子似乎
来源于宇宙空间的各个方向，而不是某
个特定方向。研究人员说，观测到的正
电子分布特征与暗物质理论的某个模型
一致，该模型认为暗物质由一种称为
“中轻微子”的粒子组成。 
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There	
  are	
  various	
  evidences	
  on	
  the	
  existences	
  of	
  dark	
  maUer, 	
  
While	
  its	
  nature	
  remains	
  unknown!	
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Weakly	
  InteracOng	
  Massive	
  ParOcles	
  (WIMPs)	
  

Weakly Interacting Massive Particles (WIMPs) 
•  Particle physics naturally predicts WIMPs 
•  WIMPs have just the right thermal relic density 
•  WIMPs are  testable by the current exp. 



DetecOng	
  the	
  WIMPs 



DM	
  Direct	
  DetecOon 

There	
  are	
  no	
  confirmed	
  
evidences	
  on	
  WIMPs	
  as	
  
DM	
  from	
  the	
  direct	
  
detecOons	
  so	
  far. 



DM-­‐Nucleon	
  ScaUerings 

astrophysics Nuclear	
  phys. 

ParOcle	
  phys. 

astrophysics 

TheoreOcal	
  assumpOons	
  commonly	
  adopted	
  
•  Smooth	
  local	
  DM	
  energy	
  density	
  (	
  ρ=0.2-­‐0.7	
  GeV/cm^3)	
  
•  Contact	
  interacOons	
  (heavy	
  mediator,	
  no	
  q^2	
  and	
  v-­‐dependences)	
  
•  ElasOc	
  scaUerings	
  
•  Isospin-­‐conserving	
  interacOons	
  (for	
  Spin-­‐independent	
  cross-­‐secOon)	
  
•  Form	
  factors	
  (Helm	
  etc.)	
  
•  Velocity	
  distribuOon	
  of	
  halo	
  DM	
  (Maxwellian-­‐Boltzmann)	
  

Experimental	
  uncertainSes	
  that	
  may	
  change	
  interpretaSon	
  of	
  data	
  
•  Backgrounds,	
  surface	
  vs.	
  bulk	
  event	
  …	
  
•  Quenching	
  factors/scinSllaSon	
  efficiencies	
  	
  
•  Energy	
  resoluSon/thresholds	
  	
  



DM	
  ProducOon	
  at	
  Colliders	
   

Shedding Light on Dark Matter at Colliders 5

3. Model-Independent DM Production at the LHC

Collider searches for dark matter are highly complementary to direct2,31,32 and
indirect2,32,33 DM detection methods. The main advantage of collider searches is
that they do not su↵er from astrophysical uncertainties and that there is no lower
limit to the DM masses to which they are sensitive.

The leading generic diagrams responsible for DM production34–36 at hadron
colliders, as shown in Fig. 3, involve the pair-production of WIMPs plus the initial-
or final-state radiation (ISR/FSR) of a gluon, photon or a weak gauge boson Z, W .
The ISR/FSR particle is necessary to balance the two WIMPs’ momentum, so that
they are not produced back-to-back resulting in negligible Emiss

T . Therefore the
search is based on selecting events high-Emiss

T events, due to the WIMPs, and a
single jet, photon or boson candidate. A single-jet event from the CMS experiment
is visible in Fig. 4.

(a) qq̄ ! �� + g (b) qq̄ ! �� + �, Z,W

Fig. 3. WIMP production at hadron colliders in association with (a) a jet or (b) a photon or a
Z or W boson.

Fig. 4. The cylindrical view of a monojet candidate event (pjet
T

= 574.2 GeV, Emiss

T

= 598.3 GeV)
from the CMS experiment.37

Mono-­‐jet,	
  -­‐photon,	
  -­‐Z,	
  -­‐W,	
  -­‐quark	
  and	
  lepton	
  +	
  missing	
  ET 
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that they do not su↵er from astrophysical uncertainties and that there is no lower
limit to the DM masses to which they are sensitive.

The leading generic diagrams responsible for DM production34–36 at hadron
colliders, as shown in Fig. 3, involve the pair-production of WIMPs plus the initial-
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Z or W boson.
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= 574.2 GeV, Emiss
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= 598.3 GeV)
from the CMS experiment.37

There	
  is	
  no	
  signal	
  on	
  WIMPs	
  as	
  DM	
  from	
  LHC	
  so	
  far	
   



LHC:	
  mono-­‐jet,	
  -­‐photon,-­‐lepton 
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Figure 4: Distribution of transverse mass after the muon selection de-
scribed in the text, showing data, estimated background contributions,
and signal expectation for an example model of dark matter produc-
tion in the three considered cases of interference.

4. Interpretation of the monojet, monophoton and

monolepton searches

All three searches presented above find the data to be
compatible with the background expectations. Hence,
the analyses proceed to set limits on the possible pres-
ence of dark-matter signals in the data. Standard limits
on the visible cross section of a potential new physics
signal are complemented with limits on the interaction
scale ⇤ of the EFT approach as a function of the mass
of the dark matter particle, for each considered EFT
interaction operator. These limits can then in turn be
translated to the plane of the dark-matter–nucleon elas-
tic scattering cross section versus the dark matter parti-
cle mass, in which results from direct-detection experi-
ments are usually shown.

In Figures 5 and 6, the 90%CL upper limits on
the dark-matter–nucleon scattering cross section, from
the monojet, monophoton, and monolepton (⇠ = +1)
searches, are shown as a function of the dark matter
mass, for spin-independent (vector operator) and spin-
dependent (axial-vector operator) interactions, respec-
tively. Comparisons are made with results from sev-
eral direct and indirect detection experiments. While it
should be stressed to keep the aforementioned caveats
on the interpretation of the EFT resuls in mind, a few
robust observations can be made on the complementar-
ity between the collider and direct searches. The first
striking feature is the strength of the collider analyses

searching for low-mass dark-matter particles. Indeed,
where the recoil signals in the direct searches become
too soft at low mass for e�cient detection, the col-
lider setting allows to maximize the generated missing
momentum, and hence sensitivity, at zero mass. An-
other complementarity can be seen when comparing the
two plots: the direct-detection experiments have typi-
cally reduced or no sensitivity to spin-dependent inter-
actions, which allows the collider searches to provide
complemetary coverage also at intermediate masses. At
higher mass, the collider searches run out of steam be-
cause the production cross section drops – here the indi-
rect searches with neutrino telescopes are probing com-
plementary ground.
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Figure 5: 90%CL upper limits on the dark-matter–nucleon scatter-
ing cross section, from the monojet, monophoton, and monolepton
(⇠ = +1) searches, as a function of the dark matter mass, for spin-
independent (vector operator) interactions

The monolepton result shown in Figures 5 and 6 is
the most pessimistic case of destructive interference. As
can be seen from Figures 3 and 4, the cross section may
be much higher for other interference scenarios. Corre-
spondingly, the limits on the dark-matter–nucleon scat-
tering cross section from the monolepton search may be
much stronger, even surpassing the monojet sensitivity.
More details may be found in [4].

A first e↵ort has been pursued, in the context of the
monojet analysis, to move beyond the EFT interpreta-
tion, and make the mediator explicit by means of a sim-
plified model. In the studied case, the mediator is con-
sidered to be a vector particle. The limit on the interac-
tion scale ⇤ is calculated as a function of the mediator
mass, and a range of decay width for the mediator is

/ Nuclear Physics B Proceedings Supplement 00 (2014) 1–6 5
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Figure 6: 90%CL upper limits on the dark-matter–nucleon scattering
cross section, from the monojet, monophoton, and monolepton (⇠ =
+1) searches, as a function of the dark matter mass, for spin-dependent
(axial-vector operator) interactions

considered. In Figure 7, the result of this mediator mass
scan is shown. Three regimes can be discerned. At high
mass, the obtained limit coincides with the EFT expec-
tation. When decreasing the mediator mass, the media-
tor can go on-shell, and resonant production boosts the
cross section and hence limit beyond what is naively ex-
pected from the EFT approach. For even lower media-
tor masses, the mediator goes o↵-shell again, and the
limit on ⇤ decreases below the naive EFT approxima-
tion, making the EFT limit too aggressive with respect
to a realistic model with an explicit mediator.

5. Searches in final states with top quarks

Two other searches are presented for dark matter, this
time leading to final states with missing energy and a
single [5] or two top quarks [6]. In the case of a single
top quark, referred to as a monotop final state, the dark
matter particle is assumed long-lived, and couples to
the top quark through flavour-changing diagrams. The
second analysis, looking for two top quarks with miss-
ing energy, considers an EFT scenario where the dark-
matter preferentially couples to heavy quarks, like is the
case for a scalar interaction with a coupling proportional
to the mass of the interacting quark.

The selection for the monotop search selects hadronic
final states by requiring a large missing momentum,
E

miss
T > 350 GeV, and 3 jets, of which one is identi-

fied as a b quark. Additionally, an electron and muon
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Figure 7: Limits at 90% CL on the interaction scale ⇤, as a function
of the mediator mass in a simplified model with an s-channel vector
mediator providing the coupling between the quarrks and the dark-
matter particles. Several mass and width assumptions are considered.

veto is applied to suppress backgrounnds with genuine
missing energy from the neutrino in leptonic W decays.
This selection leaves tt̄ and Z+jets as the main back-
grounds. The total background expectation is 28 ± 16
events, while 30 events are observed in the data. In ab-
sence of an excess, limits were determined on the possi-
ble presence of a scalar and vector dark-matter particle
in this monotop scenario. In Figure 8, the 95% CL upper
limit on the cross section is shown as a function of the
mass of the dark-matter candidate, in the case it is a vec-
tor particle. This is compared with the production cross
section of the considered model, leading to this scenario
being excluded at 95% CL for masses below 650 GeV.
A scalar dark-matter candidate is similarly excluded for
masses below 330 GeV.

The selection for the tt̄ + E

miss
T final state aims for the

dilepton decay channel. Two well-identified electrons
or muons are required, along with two or more jets, and
E

miss
T > 320 GeV. Further cuts are applied on the open-

ing angle between the leptons, and on the scalar sums of
the transverse momenta of the leptons on the one hand,
and the jets on the other. The background remaining af-
ter these selection cuts is dominated by top quarks, with
a non-negligible contribution from diboson and Drell-
Yan events. The total background is estimated to be
1.9±0.7 events, while in data 1 event is observed to pass
the selection. With background expectation and data be-
ing compatible, lower limits are set on the interaction
scale in the described EFT context. In Figure 9, these

CMS,	
  1410.3762 

Spin-­‐dependent	
  case Spin-­‐independent	
  case 
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  operators 
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AMS-­‐02	
  Positron	
  FracOon	
  (2014) 

Φe− ¼ Ce−E−γe− þ CsE−γse−E=Es ; ð2Þ

(with E in GeV). A fit of this model to the data with their
total errors (the quadratic sum of the statistical and
systematic errors) in the energy range from 1 to
500 GeV yields a χ2=d:f: ¼ 36.4=58 and the cutoff
parameter 1=Es ¼ 1.84% 0.58 TeV−1 with the other
parameters having similar values to those in [2],
Ceþ=Ce− ¼ 0.091% 0.001, Cs=Ce− ¼ 0.0061% 0.0009,
γe− − γeþ ¼ −0.56% 0.03, and γe− − γs ¼ 0.72% 0.04.
(The same model with no exponential cutoff parameter,
i.e., 1=Es set to 0, is excluded at the 99.9% C.L. when fit to
the data.) The resulting fit is shown in Fig. 4(b) as a solid
curve together with the 68% C.L. range of the fit param-
eters. No fine structures are observed in the data. In our
previous Letter, we reported that solar modulation has no
observable effect on our measured positron fraction, and
this continues to be the case.
An analysis of the arrival directions of positrons and

electrons was presented in [2]. The same analysis was
performed including the additional data. The positron to
electron ratio remains consistent with isotropy; the upper
limit on the amplitude of the dipole anisotropy is δ ≤ 0.030
at the 95% C. L. for energies above 16 GeV.
Following the publication of our first Letter [2], there

have been many interesting interpretations [3] with two
popular classes. In the first, the excess of eþ comes from
pulsars. In this case, after flattening out with energy, the
positron fraction will begin to slowly decrease and a dipole
anisotropy should be observed. In the second, the shape of
the positron fraction is due to dark matter collisions. In this
case, after flattening out, the fraction will decrease rapidly
with energy due to the finite and specific mass of the dark
matter particle, and no dipole anisotropy will be observed.
Over its lifetime, AMS will reach a dipole anisotropy
sensitivity of δ≃ 0.01 at the 95% C.L.

The new measurement shows a previously unobserved
behavior of the positron fraction. The origin of this
behavior can only be ascertained by continuing to collect
data up to the TeV region and by measuring the antiproton
to proton ratio to high energies. These are among the main
goals of AMS.
In conclusion, the 10.9 × 106 primary positron and

electron events collected by AMS on the ISS show that,
above ∼200 GeV, the positron fraction no longer exhibits
an increase with energy. This is a major change in the
behavior of the positron fraction.
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payload. We also acknowledge the continuous support of
the NASA leadership including Charles Bolden, William
Gerstenmeier, and Mark Sistilli. AMS is a U.S. DOE
sponsored international collaboration. We are grateful for
the support of Jim Siegrist, Michael Salamon, Dennis
Kovar, Robin Staffin, Saul Gonzalez, and John O’Fallon
of the DOE. We also acknowledge the continuous support
from M.I.T. and its School of Science, Michael Sipser,
Marc Kastner, Ernest Moniz, Edmund Bertschinger, and
Richard Milner. We acknowledge support from: CAS,
NNSF, MOST, NLAA, and the provincial governments
of Shandong, Jiangsu, and Guangdong, China; CNRS,
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CERN, Geneva, 18 September 2014 
 

New results from the Alpha Magnetic Spectrometer on the International Space Station 
  

The new results on energetic cosmic ray electrons and positrons are announced today. They 
are based on the first 41 billion events measured with the Alpha Magnetic Spectrometer 
(AMS) on the International Space Station (ISS).  These results provide a deeper 
understanding of the nature of high energy cosmic rays and shed more light on the dark 
matter existence. 
 

AMS has analyzed 41 billion primary cosmic ray events.  Of these, 10 million have been identified as 
electrons and positrons.  AMS has measured the positron fraction (ratio of the number of positrons to the 
combined number of positrons and electrons) in the energy range 0.5 to 500 GeV.  We have observed 
that the energy at which the fraction starts to quickly increase is 8 GeV (see Figure 1) indicating the 
existence of a new source of positrons. Figure 2 shows that the exact rate at which the positron fraction 
increases with energy has now been accurately determined and the fraction shows no observable sharp 
structures.  The energy at which the positron fraction ceases to increase (corresponding to the turning 
point energy at which the positron fraction reaches its maximum) has been measured to be 275+32 GeV 
as shown in Figure 2 (upper plot). This is the first experimental observation of the positron fraction 
maximum after half a century of cosmic rays experiments. The excess of the positron fraction is isotropic 
within 3% strongly suggesting the energetic positrons may not be coming from a preferred direction in 
space. 
 
Precise measurement of the positron fraction is important for understanding of the origin of dark matter.  
Dark matter collisions will produce an excess of positrons and this excess can be most easily studied by 
measuring the positron fraction.  Ordinary cosmic ray collisions result in the positron fraction decreasing 
steadily with energy.  Different models on the nature of dark matter predict different behavior of the 
positron fraction excess above the positron fraction expected from ordinary cosmic ray collisions. 
Depending on the nature of dark matter, the excess of the positron fraction has a unique signature.  The 
characteristic features are highlighted in the following illustration: 
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astrophysical models including the minimal model dis-
cussed in Refs. [1,2]. This will be presented in a separate
publication.
The differing behavior of the spectral indices versus

energy indicates that high-energy positrons have a
different origin from that of electrons. The underlying
mechanism of this behavior can only be ascertained
by continuing to collect data up to the TeV region
(currently, the largest uncertainties above ∼200 GeV are
the statistical errors) and by measuring the antiproton to
proton ratio to high energies. These are among the main
goals of AMS.
In conclusion, the electron flux and the positron flux

each require a description beyond a single power-law
spectrum. Both the electron flux and the positron flux
change their behavior at ∼30 GeV, but the fluxes are
significantly different in their magnitude and energy
dependence. Between 20 and 200 GeV, the positron
spectral index is significantly harder than the electron
spectral index. These precise measurements show that
the rise in the positron fraction is due to the hardening
of the positron spectrum and not to the softening of the
electron spectrum above 10 GeV. The determination

of the differing behavior of the spectral indices versus
energy is a new observation and provides important
information on the origins of cosmic-ray electrons and
positrons.
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New results from the Alpha Magnetic Spectrometer on the International Space Station 
  

The new results on energetic cosmic ray electrons and positrons are announced today. They 
are based on the first 41 billion events measured with the Alpha Magnetic Spectrometer 
(AMS) on the International Space Station (ISS).  These results provide a deeper 
understanding of the nature of high energy cosmic rays and shed more light on the dark 
matter existence. 
 

AMS has analyzed 41 billion primary cosmic ray events.  Of these, 10 million have been identified as 
electrons and positrons.  AMS has measured the positron fraction (ratio of the number of positrons to the 
combined number of positrons and electrons) in the energy range 0.5 to 500 GeV.  We have observed 
that the energy at which the fraction starts to quickly increase is 8 GeV (see Figure 1) indicating the 
existence of a new source of positrons. Figure 2 shows that the exact rate at which the positron fraction 
increases with energy has now been accurately determined and the fraction shows no observable sharp 
structures.  The energy at which the positron fraction ceases to increase (corresponding to the turning 
point energy at which the positron fraction reaches its maximum) has been measured to be 275+32 GeV 
as shown in Figure 2 (upper plot). This is the first experimental observation of the positron fraction 
maximum after half a century of cosmic rays experiments. The excess of the positron fraction is isotropic 
within 3% strongly suggesting the energetic positrons may not be coming from a preferred direction in 
space. 
 
Precise measurement of the positron fraction is important for understanding of the origin of dark matter.  
Dark matter collisions will produce an excess of positrons and this excess can be most easily studied by 
measuring the positron fraction.  Ordinary cosmic ray collisions result in the positron fraction decreasing 
steadily with energy.  Different models on the nature of dark matter predict different behavior of the 
positron fraction excess above the positron fraction expected from ordinary cosmic ray collisions. 
Depending on the nature of dark matter, the excess of the positron fraction has a unique signature.  The 
characteristic features are highlighted in the following illustration: 
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is related to the velocity of disturbances in the hydrodynamical plasma, the so called

Alfvèn speed Va as follows [29]

Dpp =
4V 2

a p
2

3Dxxδ (4− δ2) (4− δ)w
, (3)

where w characterise the level of turbulence. We take w = 1 as only V 2
a /w is relevant in

the calculation. In Eq. (1), the momentum loss rate is denoted by ṗ which could be due

to ionization in the interstellar medium neutral matter, Coulomb scattering off thermal

electrons in ionized plasma, bremsstrahlung, synchrotron radiation, and inverse Compton

scattering, etc.. The parameter τf (τr) is the time scale for fragmentation (radioactive

decay) of the cosmic-ray nuclei as they interact with interstellar hydrogen and helium.

High energy electrons/positrons loss energy due to the processes like inverse Compton

scattering and synchrotron radiation. The typical propagation length is around a few kpc

for electron energy around 100 GeV. In the calculation of energy loss rate, the interstellar

magnetic field in cylinder coordinates (R, z) is assumed to have the form

B(R, z) = B0 exp

(

−
R −R⊙

RB

)

exp

(

−
|z|
zB

)

, (4)

with B0 = 5×10−10 Tesla, RB = 10 kpc, and zB = 2 kpc [30]. The spectrum of a primary

source term for a cosmic-ray nucleus A is assumed to have a broken power low behaviour

dqA(p)

dp
∝

(

ρ

ρAs

)γA

, (5)

with γA = γA1(γA2) for the nucleus rigidity ρ below (above) a reference rigidity ρAs. For

cosmic-ray electrons, sometimes two breaks ρes1, ρes2 are introduced with three power law

indices γe1, γe2 and γe3. The spatial distribution of the primary sources is assumed to have

the following form [31]

qA(R, z) = q0

(

R

R⊙

)η

exp

[

−ξ
R− R⊙

R⊙

−
|z|

0.2 kpc

]

, (6)

where η = 0.5, ξ = 1.0, and the normalization parameters q0 is determined by the EGRET

gamma-ray data.

Secondary cosmic-ray particles are created in collisions of primary cosmic-ray particles

with interstellar gas. The secondary antiprotons are created dominantly from inelastic pp-

and pHe-collisions. The corresponding source term reads

q(p) = βcni

∑

i=H,He

∫

dp′
σi(p, p′)

dp′
np(p

′) (7)

where ni is the number density of interstellar hydrogen (helium), np is the number density

of primary cosmic-ray proton per total momentum, and dσi(p, p′)/dp′ is the differential

5

discuss the uncertainties in the prediction for positron fraction from DM annihilation into

typical leptonic final states. In Sec. 6, we select typical propagation models corresponding

to the minimal, median and maximal antiproton fluxes from DM annihilation into bb̄.

In Sec. 7, through combining AMS-02 data with PAMELA and others, we derive upper

limits for the DM annihilation cross sections for typical DM annihilation channels. The

reconstruction capability for the future AMS-02 data on the mass and annihilation cross

sections is discussed. The conclusions are given in Sec. 8.

2 Propagation of cosmic-ray charged particles

It has been recognized that the propagation of cosmic rays in the Galaxy can be effectively

described as a process of diffusion [27]. In this section, we briefly overview the main features

of the cosmic-ray diffusion within the Galaxy. Detailed reviews of the transportation of

processes can be found in Ref. [28] The Galactic halo within which the diffusion processes

occur is parametrized by a cylinder with radius Rh = 20 kpc and half-height Zh = 1− 20

kpc. The diffusion equation for the cosmic-ray charged particles reads (see e.g. [29])

∂ψ

∂t
=∇(Dxx∇ψ − Vcψ) +

∂

∂p
p2Dpp

∂

∂p

1

p2
ψ −

∂

∂p

[

ṗψ −
p

3
(∇ · Vc)ψ

]

−
1

τf
ψ −

1

τr
ψ + q(r, p), (1)

where ψ(r, p, t) is the number density per unit of total particle momentum, which is

related to the phase space density f(r,p, t) as ψ(r, p, t) = 4πp2f(r,p, t). For steady-state

diffusion, it is assumed that ∂ψ/∂t = 0. The number densities of cosmic-ray particles are

vanishing at the boundary of the halo, i.e., ψ(Rh, z, p) = ψ(R,±Zh, p) = 0. The spatial

diffusion coefficient Dxx is energy dependent and can be parametrized as

Dxx = βD0

(

ρ

ρ0

)δ

, (2)

where ρ = p/(Ze) is the rigidity of the cosmic-ray particle with electric charge Ze. The

the power spectral index δ can have different values δ = δ1(2) when ρ is below (above)

a reference rigidity ρ0. The coefficient D0 is a normalization constant, and β = v/c is

the velocity of the cosmic-ray particle with c the speed of light. The convection term in

the diffusion equation is related to the drift of cosmic-ray particles from the Galactic disc

due to the Galactic wind. The direction of the wind is assumed to be along the direction

perpendicular to the galactic disc plane and have opposite sign above and below the disc.

The diffusion in momentum space is described by the reacceleration parameter Dpp which
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is related to the velocity of disturbances in the hydrodynamical plasma, the so called

Alfvèn speed Va as follows [29]

Dpp =
4V 2

a p
2

3Dxxδ (4− δ2) (4− δ)w
, (3)

where w characterise the level of turbulence. We take w = 1 as only V 2
a /w is relevant in

the calculation. In Eq. (1), the momentum loss rate is denoted by ṗ which could be due

to ionization in the interstellar medium neutral matter, Coulomb scattering off thermal

electrons in ionized plasma, bremsstrahlung, synchrotron radiation, and inverse Compton

scattering, etc.. The parameter τf (τr) is the time scale for fragmentation (radioactive

decay) of the cosmic-ray nuclei as they interact with interstellar hydrogen and helium.

High energy electrons/positrons loss energy due to the processes like inverse Compton

scattering and synchrotron radiation. The typical propagation length is around a few kpc

for electron energy around 100 GeV. In the calculation of energy loss rate, the interstellar

magnetic field in cylinder coordinates (R, z) is assumed to have the form

B(R, z) = B0 exp
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−
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, (4)

with B0 = 5×10−10 Tesla, RB = 10 kpc, and zB = 2 kpc [30]. The spectrum of a primary

source term for a cosmic-ray nucleus A is assumed to have a broken power low behaviour

dqA(p)

dp
∝

(

ρ

ρAs

)γA

, (5)

with γA = γA1(γA2) for the nucleus rigidity ρ below (above) a reference rigidity ρAs. For

cosmic-ray electrons, sometimes two breaks ρes1, ρes2 are introduced with three power law

indices γe1, γe2 and γe3. The spatial distribution of the primary sources is assumed to have

the following form [31]
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where η = 0.5, ξ = 1.0, and the normalization parameters q0 is determined by the EGRET

gamma-ray data.

Secondary cosmic-ray particles are created in collisions of primary cosmic-ray particles

with interstellar gas. The secondary antiprotons are created dominantly from inelastic pp-

and pHe-collisions. The corresponding source term reads

q(p) = βcni

∑

i=H,He

∫

dp′
σi(p, p′)

dp′
np(p

′) (7)

where ni is the number density of interstellar hydrogen (helium), np is the number density

of primary cosmic-ray proton per total momentum, and dσi(p, p′)/dp′ is the differential
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The interstellar flux of the cosmic-ray particle is related to its density function as

Φ =
v

4π
ψ(r, p) . (11)

For high energy nuclei v ≈ c. At the top of the atmosphere (TOA) of the Earth, the fluxes

of cosmic-rays are affected by solar winds and the helioshperic magnetic field. This effect

is taken into account using the force-field approximation [40]. In this approach, ΦTOA the

cosmic-ray nuclei flux at the top of the atmosphere of the Earth which is measured by the

experiments is related to the interstellar flux as follows

ΦTOA(TTOA) =

(

2mTTOA + T 2
TOA

2mT + T 2

)

Φ(T ), (12)

where TTOA = T − φF is the kinetic energy of the cosmic-ray nuclei at the top of the

atmosphere of the Earth. It is known that some of the propagation parameters are strongly

correlated. For instance, although both D0 and Zh can change the comic ray flux, in

the absence of spallation, the flux of a stable cosmic ray nuclei is sensitive only to the

combination D0/Zh. In the re-acceleration term the Alfvèn speed Va scales as
√
Dxx. At

high energies above 10 GeV, the approximate relation δ + γA ≈ 2.7 holds very well. The

B/C ratio as the ratio of secondary to primary can be used to determine the ratio of

D0/Zh and other propagation parameters such as δ, Vc and Va. The value of Zh can be

determined by fitting both the B/C ratio and the ratio of the isotopes of Beryllium nuclei
10Be/9Be as 10Be is radioactive and sensitive to Zh. Making use of the flux ratios, the

propagation parameter can be determined without knowing the primary sources. On the

other hand, when the primary source is assumed to be a power or broken power law in

rigidity as in Eq. (5), the spectrum of the primary cosmic-ray flux such as that of proton

can impose constraints on both the propagation parameters and the primary sources. Since

the proton flux is the most precisely measured quantity, it is expected that the constraints

can be stringent. We solve the diffusion equation of Eq. (1) using the publicly available

numerical code GALPROP v54 [41–45] which utilizes realistic astronomical information on

the distribution of interstellar gas and other data as input, and considers various kinds of
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radiation, etc. in a self-consistent way. Other approaches based on simplified assumptions

on the Galactic gas distribution which allow for fast analytic solutions can be found in
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is related to the velocity of disturbances in the hydrodynamical plasma, the so called

Alfvèn speed Va as follows [29]

Dpp =
4V 2

a p
2

3Dxxδ (4− δ2) (4− δ)w
, (3)

where w characterise the level of turbulence. We take w = 1 as only V 2
a /w is relevant in

the calculation. In Eq. (1), the momentum loss rate is denoted by ṗ which could be due

to ionization in the interstellar medium neutral matter, Coulomb scattering off thermal

electrons in ionized plasma, bremsstrahlung, synchrotron radiation, and inverse Compton

scattering, etc.. The parameter τf (τr) is the time scale for fragmentation (radioactive

decay) of the cosmic-ray nuclei as they interact with interstellar hydrogen and helium.

High energy electrons/positrons loss energy due to the processes like inverse Compton

scattering and synchrotron radiation. The typical propagation length is around a few kpc

for electron energy around 100 GeV. In the calculation of energy loss rate, the interstellar

magnetic field in cylinder coordinates (R, z) is assumed to have the form

B(R, z) = B0 exp

(

−
R −R⊙

RB

)

exp

(

−
|z|
zB

)

, (4)

with B0 = 5×10−10 Tesla, RB = 10 kpc, and zB = 2 kpc [30]. The spectrum of a primary

source term for a cosmic-ray nucleus A is assumed to have a broken power low behaviour

dqA(p)

dp
∝

(

ρ

ρAs

)γA

, (5)

with γA = γA1(γA2) for the nucleus rigidity ρ below (above) a reference rigidity ρAs. For

cosmic-ray electrons, sometimes two breaks ρes1, ρes2 are introduced with three power law

indices γe1, γe2 and γe3. The spatial distribution of the primary sources is assumed to have

the following form [31]

qA(R, z) = q0

(

R

R⊙

)η

exp

[

−ξ
R− R⊙

R⊙

−
|z|

0.2 kpc

]

, (6)

where η = 0.5, ξ = 1.0, and the normalization parameters q0 is determined by the EGRET

gamma-ray data.

Secondary cosmic-ray particles are created in collisions of primary cosmic-ray particles

with interstellar gas. The secondary antiprotons are created dominantly from inelastic pp-

and pHe-collisions. The corresponding source term reads

q(p) = βcni

∑

i=H,He

∫

dp′
σi(p, p′)

dp′
np(p

′) (7)

where ni is the number density of interstellar hydrogen (helium), np is the number density

of primary cosmic-ray proton per total momentum, and dσi(p, p′)/dp′ is the differential
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to ionization in the interstellar medium neutral matter, Coulomb scattering off thermal

electrons in ionized plasma, bremsstrahlung, synchrotron radiation, and inverse Compton

scattering, etc.. The parameter τf (τr) is the time scale for fragmentation (radioactive

decay) of the cosmic-ray nuclei as they interact with interstellar hydrogen and helium.

High energy electrons/positrons loss energy due to the processes like inverse Compton

scattering and synchrotron radiation. The typical propagation length is around a few kpc

for electron energy around 100 GeV. In the calculation of energy loss rate, the interstellar

magnetic field in cylinder coordinates (R, z) is assumed to have the form

B(R, z) = B0 exp

(

−
R −R⊙

RB

)

exp

(

−
|z|
zB

)

, (4)

with B0 = 5×10−10 Tesla, RB = 10 kpc, and zB = 2 kpc [30]. The spectrum of a primary

source term for a cosmic-ray nucleus A is assumed to have a broken power low behaviour

dqA(p)

dp
∝

(

ρ

ρAs

)γA

, (5)

with γA = γA1(γA2) for the nucleus rigidity ρ below (above) a reference rigidity ρAs. For

cosmic-ray electrons, sometimes two breaks ρes1, ρes2 are introduced with three power law

indices γe1, γe2 and γe3. The spatial distribution of the primary sources is assumed to have

the following form [31]

qA(R, z) = q0

(

R

R⊙

)η

exp

[

−ξ
R− R⊙

R⊙

−
|z|

0.2 kpc

]

, (6)

where η = 0.5, ξ = 1.0, and the normalization parameters q0 is determined by the EGRET

gamma-ray data.

Secondary cosmic-ray particles are created in collisions of primary cosmic-ray particles

with interstellar gas. The secondary antiprotons are created dominantly from inelastic pp-

and pHe-collisions. The corresponding source term reads

q(p) = βcni

∑

i=H,He

∫

dp′
σi(p, p′)

dp′
np(p

′) (7)

where ni is the number density of interstellar hydrogen (helium), np is the number density

of primary cosmic-ray proton per total momentum, and dσi(p, p′)/dp′ is the differential

5

is related to the velocity of disturbances in the hydrodynamical plasma, the so called
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cross section for p + H(He) → p̄ + X . The primary source term of cosmic-ray particles

from the annihilation of Majorana DM particles has the following form

q(r, p) =
ρ(r)2

2m2
χ

⟨σv⟩
∑

X

ηX
dN (X)

dp
, (8)

where ⟨σv⟩ is the velocity-averaged DM annihilation cross section multiplied by DM rela-

tive velocity (referred to as cross section) which is the quantity appears in the Boltzmann

equation for calculating the evolution of DM number density. ρ(r) is the DM energy

density distribution function, and dN (X)/dp is the injection energy spectrum of antipro-

tons from DM annihilating into SM final states through all possible intermediate states X

with ηX the corresponding branching fractions. The injection spectra dN (X)/dp from DM

annihilation are calculated using the numerical package PYTHIA v8.175 [32], in which

the long-lived particles such as neutron and KL are allowed to decay and the final state

interaction are taken into account. Since PYTHIA v8.15 the polarization and correlation

of final states in τ -decays has been taken into account [33].

The fluxes of cosmic-ray particles from DM annihilation depend also on the choice of

DM halo profile. N-body simulations suggest a universal form of the DM profile

ρ(r) = ρ⊙

(

r

r⊙

)−γ (1 + (r⊙/rs)α

1 + (r/r⊙)α

)(β−γ)/α

, (9)

where r⊙ ≈ 8.5 kpc is the distance from the Sun to the galactic center, and ρ⊙ ≈
0.43 GeV cm−3 is the local DM energy density [34]. The values of the parameters α,

β, γ and rs for the Navarfro-Frenk-White (NFW) profile [35], the isothermal profile [36]

and the Moore profile [37, 38] are summarized in Tab. 1. An other widely adopted DM

α β γ rs(kpc)

NFW 1.0 3.0 1.0 20

Isothermal 2.0 2.0 0 3.5

Moore 1.5 3.0 1.5 28.0

TAB. 1: Values of parameters α, β, γ and rs for three DM halo models, NFW [35],

Isothermal [36], and Moore [37, 38].

profile is the Einasto profile [39]

ρ(r) = ρ⊙ exp

[

−
(

2

αE

)(

rαE − rαE

⊙

rαE
s

)]

, (10)

with αE ≈ 0.17 and rs ≈ 20 kpc.
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  10Be/9	
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UncertainOes	
  and	
  CorrelaOons	
  of	
  propagaOon	
  parameters	
  In	
  Model	
  B	
  
68%	
  and	
  95%	
  C.L.	
  ;	
  Best-­‐fit	
  value	
  (red	
  cross)	
  ,	
  staOsOc	
  mean	
  value(green	
  circle) 

Model z
h

(kpc) D0 �2 �
e1/�e2 �

p1/�p2

A 4.0 5.75 0.34 1.6/2.5 1.82/2.36

B 3.9 6.59 0.30 1.6/2.5 1.91/2.42

C1(C2) 3.2(8.6) 5.45(11.2) 0.30 1.6/2.5 1.91/2.42

D1(D2) 3.9 6.59 0.26(0.35) 1.6/2.5 1.91/2.42

E1(E2) 3.9 6.59 0.30 1.6/2.5 1.91/2.29(2.47)

Table 1: Parameters of eight propagation models from Model A to Model E2. The di↵usion

coe�cient D0 is in units of 1028 cm2s�1.

Some of the parameters such as �1, �p1 and V
a

only a↵ect the predicted fluxes at low

energies. The parameters which are most relevant to the electron and positron fluxes at

high energies above 20 GeV are Z
h

, D0, �2 and �
p2. To see how the fit results change

within the uncertainties of the parameters, we consider several limiting cases in each case

one of teh parameters is set at its upper or lower limit given in Eq. (11). The di↵erences in

the fit results can be regarded as an estimation of the uncertainties from that propagation

parameter. Thus besides Model A and B, we further consider the following six propagation

models:

• Model C1 (C2), the halo half-height Z
h

is taken to its lower (upper) limit Z
h

=

3.2 (8.6) kpc. Since it has been shown that Z
h

and D0 are positively correlated [42],

we must take the value of D0 to be 5.45 (11.2)⇥ 1028 cm2s�1 accordingly. The rest

of parameters in this model are fixed at their best-fit values as that in Model B.

• Model D1 (D2), the power index �2 is taken to is lower (upper) limit �2 =

0.26 (0.35), and the relation �1 = �2 is still assumed. The rest of parameters are the

same as that in Model B.

• Model E1 (E2), the power index of the injection spectrum of proton �
p2 which is

related to the source of secondary positrons is taken to its lower and upper limit

�
p2 = 2.29 (2.47). The rest of parameters are the same as that in Model B.

The corresponding parameters in all the eight propagation models from Model A to

Model E2 are summerized in Tab. 1.

In all the considered models the power indices of primary electron �
e1/�e2 are fixed

at 1.6/2.5 which are determined from fitting the early cosmic-ray electron data. In order

to take into account the uncertainties in the primary electrons, we multiply a scaling

factor  and an energy-dependent factor (E/GeV)� to the primary electron flux �bg
e

� after

propagation. The expressions for the positron fraction and the total flux of electron and

8
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We	
  consider	
  some	
  extreme	
  cases	
  with	
  params	
  on	
  the	
  limits	
  
•  C1(C2):	
  Diffusion	
  halo	
  height	
  Zh	
  and	
  diffusion	
  coefficient	
  D0	
  

•  D1(D2):	
  Power	
  index	
  δ2	
  
•  E1(E2)	
  :	
  Power	
  index	
  primary	
  proton	
  γp2	
  
	
   

where f th
i

are the theoretical predictions. f exp
i

and �
i

are the central values and errors of

experimental data, respectively. The index i runs over all the available data points.

The outcome of the global fits depends on the choice of the parameters appearing in the

propagation equation Eq. (1). The uncertainties related to these parameters need to be

discussed separately. The height of the propagation halo Z
h

and the di↵usion parameters

such as D0 and �1,2 a↵ect both the cosmic-ray backgrounds and the DM-induced cosmic-

ray fluxes, while the primary injection indices �
e1,e2 and �

p1,p2 a↵ect the backgrounds of

electrons and positrons. We first consider two benchmark propagation models which are

extensively studied in the literature

• Model A, the so-called conventional di↵usive reacceleration model [20, 22] which

is commonly adopted by the current experimental collaborations such as PAMELA

[34, 39, 40] and Fermi-LAT [8, 41] as a benchmark model for the astrophysical back-

grounds and the propagation of cosmic antiparticles from DM annihilation/decay.

The location of the observed peak in the spectrum of B/C at about 1 GeV is well

reproduced in this model. The propagation parameters in this model are deter-

mined from fitting the ratio of the secondary to primary nuclei such as B/C, the

flux of primary such as Carbon, and the Galactic distribution of cosmic-ray sources

are determined from the EGRET gamma-ray data. In this model, the break in the

di↵usion coe�cient is ⇢0 = 4 GV with �1 = �2 = 0.34. The break of the primary

electron source and proton sources are ⇢
e

= 4 GV, and ⇢
p

= 9 GV, respectively. The

Alfvèn velocity is set to V
a

= 36.0 km s�1. The power indices �1,2, �e1,e2, �p1,p2 as

well as other parameters in this model are listed in Tab. 1.

• Model B, the parameter set determined from a comprehensive global Byesian anal-

ysis to the data of B/C, 10Be/9Be, Carbon and Oxegen, etc., using nested sampling

Markov Chain Monte Carlo method [42]. The gamma-ray data of Fermi-LAT are

used to determine the distribution of cosmic-ray sources. In this model, the break

in the di↵usion coe�cient is the same ⇢0 = 4 GV. The break of the primary electron

source and proton sources are ⇢
e

= 4 GV, and ⇢
p

= 10 GV, respectively. The Alfvèn

speed is V
a

= 39.2 km s�1. Other parameters in the model are listed in Tab. 1.

In Ref. [42], the uncertainties as well as the correlations of the propagation parameters of

Model B were carefully studied, which facilitates the investigation on the uncertainties in-

duced by each propagation parameter separately. The allowed ranges for these parameters

at 95% C.L. are given by [42]

Z
h

= (3.2� 8.6) kpc, D0 = (5.45� 11.2)⇥ 1028 cm2s�1, �2 = 0.26� 0.35,

�
p1 = 1.84� 2.00, �

p2 = 2.29� 2.47, V
a

= (34.2� 42.7) km s�1. (11)
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Parameter	
  range	
  at	
  95%CL	
  	
  	
  	
  	
  	
  (Trona,	
  etal,	
  arXiv:1011.0037)	
   

	
  Zh-­‐D0	
  correlaSon 



UncertainOes	
  in	
  Primary	
  Electrons 

Instead	
  of	
  varying	
  the	
  power	
  index	
  primary	
  electron	
  γe2	
  	
  ,	
  the	
  expressions	
  
for	
  the	
  total	
  flux	
  	
  and	
  positron	
  fracSon	
  are	
  modified	
  to	
  be	
  
	
  

	
  
	
  
	
  
The	
  normalizaSon	
  (κ)	
  and	
  slope	
  (δ)	
  of	
  primary	
  electron	
  flux	
  are	
  set	
  free.	
  
At	
  high	
  energies	
  	
  
	
  
	
  
	
  
The	
  cross	
  secSon	
  and	
  k	
  are	
  nearly	
  degenerate	
  in	
  positron	
  fracSon.	
  Such	
  a	
  
degeneracy	
  can	
  be	
  removed	
  by	
  including	
  the	
  measurements	
  of	
  electron	
  
fluxes	
  by	
  PAMELA	
  	
  and	
  AMS-­‐02 

positron are modified as follows

�tot =
⇣
(E/GeV)��bg

e

� + �bg
e

+

⌘
+ (�DM

e

� + �DM
e

+ ),

R
e

+ = (�DM
e

+ + �bg
e

+)/�tot, (12)

where �DM
e

± and �bg
e

± are the fluxes from DM annihilation/decay and background calculated

from the GALPROP code, respectively. Both the values of  and � are treated as free

parameters to be determined from the data. Thus in the case of DM annihilation, we have

in total four free parameters: m
�

, h�vi, , and � to be determined by the experimental

data in eight di↵erent propagation models from Model A to Model E2. Note that under

the approximation �bg
e

+ ⌧ �DM
e

+ ⌧ �bg
e

� , which is often valid at high energies, the positron

fraction can be rewritten as

R
e

+ ⇡ �DM
e

+

(E/GeV)��bg
e

�

. (13)

Since �DM
e

+ is proportional to h�vi, it is expected that in this limit there will be a degeneracy

in determining h�vi and , which means that if we only consider the data of positron

fraction h�vi will be sensitive to . This degeneracy can be removed by including the

measurements of electron fluxes by PAMELA [34] and recently by AMS-02 [35].

In comparing the experimental data with the theoretical predictions, we take into

account the e↵ect of finite energy resolution of the detectors, namely, the predicted fluxes

are convoluted according to the energy resolution for each experimental detector. The

energy resolution of PAMELA is nearly a constant ⇠ 5% above 10 GeV [43]. The energy

resolution of Ferm-LAT is ⇠ 6% at 7 GeV and ⇠ 15% at 1 TeV, and we take the numerical

values from Ref. [8] in the calculation. For the resolution of AMS-02 detector, we use the

parametrization �(E)/E = [(0.104/
p
E/GeV)2 + (0.014)2]1/2 which reaches ⇠ 1.4% at

high energies [12].

4 Results

4.1 Fits with annihilating dark matter

We first consider DM annihilation into charged leptons in Model A and B. The best-fit

parameters and the corresponding �2/d.o.f value for each annihilation channel are given

in Tab. 2. The predicted spectra of the positron fraction and the total flux of electrons

and positrons corresponding to the best-fit parameters are shown in Fig. 1 and Fig. 2,

respectively. In general, the qualities of the fits are not good for final states with electrons

and muons. Among all the channels, only the 2⌧ and 4⌧ channels have �2/d.o.f < 2. For 2e
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parameters and the corresponding �2/d.o.f value for each annihilation channel are given
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Data	
  SelecOon 

•  Data	
  included	
  (	
  energy	
  >20	
  GeV,	
  to	
  avoid	
  solar	
  modulaSon)	
  
	
  

–  PAMELA	
  positron	
  fracSon:	
  	
  	
  	
  	
  	
  	
  	
  	
  4	
  data	
  points	
  
–  Fermi-­‐LAT	
  positron	
  fracSon:	
  	
  	
  	
  	
  	
  10	
  data	
  points	
  
–  AMS02	
  positron	
  fracSon:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  31	
  data	
  points	
  
–  PAMELA	
  electron:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  18	
  data	
  points	
  
–  AMS02	
  electron:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  35	
  data	
  points	
  
–  Fermi-­‐LAT	
  electron+positron:	
  	
  	
  	
  28	
  data	
  points	
  
	
  

•  Energy	
  resoluOon	
  of	
  each	
  exp.	
  taken	
  into	
  account	
  
	
  

–  PAMELA:	
  	
  	
  	
  	
  	
  	
  5%	
  
–  Fermi-­‐LAT:	
  	
  	
  	
  6%	
  at	
  7GeV,	
  	
  	
  15%	
  at	
  1TeV	
  
–  AMS02:	
  	
  	
  	
  	
  	
  	
  	
  	
  1.4%	
  at	
  100	
  GeV	
  and	
  above	
  

31 



Results	
  for	
  DM	
  AnnihilaOon 
Channel m

�

(GeV) h�vi  �(⇥10�2) �2
tot/d.o.f

2e 407.1 67.8 1.064 -6.43 450.56/119

404.9 55.9 1.079 -7.72 403.40/119

2µ 570.0 244 0.997 -4.12 343.25/119

793.8 387 1.136 -8.71 299.60/119

2⌧ 1534.3 1780 1.154 -7.62 219.67/119

1860.1 2230 1.234 -10.4 210.78/119

4e 423.5 59.0 0.924 -2.25 415.21/119

664.2 115 1.106 -8.22 355.25/119

4µ 1095.7 497 1.049 -5.32 290.18/119

1409.7 690 1.158 -9.01 262.22/119

4⌧ 3068.4 3860 1.186 -8.26 205.72/119

3794.3 4980 1.260 -10.9 199.29/119

Table 2: Best-fit values of parameters m
�

, h�vi,  and �, as well as the �2/d.o.f for DM

particles annihilating into 2e, 2µ, 2⌧ , 4e, 4µ and 4⌧ final states. For each final states,

the values in the first (second) row corresponds to the results in Model A (B). The cross

section h�vi is in units of 10�26 cm3s�1.

final states, the large �2/d.o.f = 3.67 (3.28) in Model A (B) indicates a high inconsistency

between the theoretical expectation and the experimental data. The best-fit values are

m
�

⇡ 407 (405) GeV and h�vi ⇡ 6.8 (5.6)⇥10�25 cm3s�1 in Model A (B). It is known that

the spectra of DM annihilation into 2e and 4e are too sharp to fit the measured relatively

smooth fluxes, which can be seen clearly in Fig. 1 and Fig. 2. Thus in the remainder of

this section we should focus on DM annihilation/decay into µ and ⌧ final states. The

contours for the allowed regions from the global fit for parameters (m
�

, h�vi) and (, �) at

99% C.L. corresponding to ��2 = 9.21 for two variables are shown in Fig. 3 and Fig. 4,

respectively. For all the final states, the favoured DM annihilation cross sections are larger

than the typical thermal WIMP annihilation cross section h�vi0 ⇡ 3 ⇥ 10�26 cm3s�1 by

2–3 orders of magnitude, especially for 2⌧ and 4⌧ cases. The figures show that the values

of h�vi roughly scales with DM particle mass as m2
�

, which is due to the term h�vi/m2
�

in

the source term in Eq. (7). The the allowed values of  and � are mostly determined by

the electron data from AMS-02 [35] and PAMELA [34]. As shown in Fig. 4, there exists

a negative correlation between  and �, as they appear as a combination (E/E0)�. For a

given value of E, increasing the value of  leads to a decrease of �.
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•  Model	
  B	
  	
  fits	
  the	
  data	
  bener	
  than	
  Model	
  A	
  
•  Quality	
  of	
  Fits:	
  	
  2e,	
  4e	
  highly	
  inconsistent,	
  	
  	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  2μ,	
  4μ	
  	
  improved,	
  	
  2τ,	
  4τ	
  acceptable	
  	
   

ßModel	
  A	
  
ßModel	
  B 

H.B.Jin,	
  Y.L.	
  Wu,	
  Y.F.	
  Zhou,	
  arXiv:1304.1997	
  	
  



	
  χχà	
  e+e-­‐,	
  Spectra	
  too	
  Sharp	
  for	
  All	
  Models 
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Results:	
  χχà	
  μ+μ-­‐	
  for	
  Benchmark	
  Models 
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•  2μ	
  channel	
  is	
  much	
  improved	
  and	
  can	
  fits	
  both	
  PAMELA	
  and	
  Fermi	
  data	
  
•  Fermi-­‐LAT	
  data	
  are	
  inconsistent	
  with	
  the	
  AMS02	
  	
  data	
  for	
  2μ	
  channel	
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Results:	
  χχà	
  μ+μ-­‐μ+μ-­‐	
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Results	
  for	
  DM	
  Decay 

and Fermi-LAT is not reduced as that in the case of DM annihilation. In 2µ channel,

the best-fit DM particle mass is m
�

= 705 GeV in Model C1. For Model C2, the best-fit

value is m
�

= 733 GeV with the �2/d.o.f value decreasing from 456.1/119 (Model C1) to

461.3/119 (Model C2). Thus there is no improvement in the goodness-of-fit.

mode m
�

(GeV) ⌧(⇥1026s)  �(⇥10�2) �2
tot/dof

2e 334.0 21.1 0.632 6.79 892.87/119

332.1 24.2 0.673 4.25 836.39/119

2µ 654.8 6.27 0.806 1.40 510.77/119

691.1 6.39 0.856 -1.24 493.92/119

2⌧ 1762.4 2.15 1.019 -4.41 291.92/119

1860.1 2.19 1.072 -6.79 291.56/119

4e 506.2 19.3 0.737 3.54 622.69/119

523.7 19.9 0.787 0.81 594.44/119

4µ 1258.6 5.76 0.882 -0.78 414.90/119

1328.4 5.85 0.933 -3.32 406.53/119

4⌧ 3455.5 1.97 1.058 -5.34 265.93/119

3647.0 2.01 1.112 -7.69 266.56/119

Table 3: Best-fit values of m
�

, ⌧ ,  and �, as well as the �2/d.o.f for DM particles decaying

into 2e, 2µ, 2⌧ , 4e, 4µ and 4⌧ final states, assuming no charge asymmetry. For each final

states, the values in the first (second) row corresponds to the results in Model A (B).

In the case of charge asymmetric decay, i.e. ✏ 6= 0, the predicted positron fraction can

vary without changing the total flux of electrons and positrons. For ✏ = 1, the positron

fraction is increased by a factor of two compared with the case where ✏ = 0. On the other

hand, ✏ < 0 will suppress the positron fraction. Introducing ✏ leads to more freedom to

fit the data. However, from Eq. (8) and Eq. (13), change in the factor (1 + ✏) can be

compensated by the changes in the values of  and �. Thus a precise determination of ✏

requires that the values of  and � should be precisely determined independently.

In the first step, we consider a simplified case where  and � are fixed at some typical

values  = 0.85 and � = 0. For fixed  and �, the values of ✏ can be well determined from

the global fit. In the left panel of Fig. 12 the values of �2 as a function of ✏ are shown. At

99% C.L., only the 2µ channel slightly prefers a nonzero ✏ in the range 0.02 � 0.41. The

allowed values of ✏ for 2⌧ , 4µ and 4⌧ channels are all compatible with zero.

When  and � are treated as free parameters in the global fit, the �2 values decrease

significantly. For instance, in 2⌧ channel, the minimal value of �2 is reduced from 294.5 to

254.1. In all the four channels the best-fit values are ✏ ⇡ 1. However, as shown in the right

19

Quality	
  of	
  Fits:	
  	
  DM	
  decay	
  is	
  	
  not	
  as	
  good	
  as	
  	
  DM	
  annihilaOon	
  	
  	
   

ßModel	
  A	
  
ßModel	
  B 

H.B.Jin,	
  Y.L.	
  Wu,	
  Y.F.	
  Zhou,	
  arXiv:1304.1997	
  	
  



Allowed	
  Regions	
  from	
  DM	
  Decay 

41 

[GeV]χm
210 310 410

[s
ec

]
d

ec
ay

τ

2510

2610

2710

µDM->2

600 700 800 900

6e+26

7e+26)-+e+/(e+PAMELA e
)-+e+/(e+Fermi-LAT e

-+e+Fermi-LAT e
)-+e+/(e+AMS-02 e

Globe-Fit

µDM->2

[GeV]χm
210 310 410

[s
ec

]
de

ca
y

τ

2510

2610

2710

µDM->4

5e+26

6e+26
)-+e+/(e+PAMELA e

)-+e+/(e+Fermi-LAT e
-+e+Fermi-LAT e

)-+e+/(e+AMS-02 e
Globe-Fit

µDM->4

[GeV]χm
210 310 410

[s
ec

]
de

ca
y

τ

2510

2610

2710

τDM->2

2000

2e+26

)-+e+/(e+PAMELA e
)-+e+/(e+Fermi-LAT e

-+e+Fermi-LAT e
)-+e+/(e+AMS-02 e

Globe-Fit

τDM->2

[GeV]χm
210 310 410

[s
ec

]
de

ca
y

τ

2510

2610

2710

τDM->4

3000 4000

2e+26

)-+e+/(e+PAMELA e
)-+e+/(e+Fermi-LAT e

-+e+Fermi-LAT e
)-+e+/(e+AMS-02 e

Globe-Fit

τDM->4

Fermi 

AMS02 Fermi 

AMS02 



DM	
  Asymmetric	
  Decay 

∈
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1

2
χ

250

300

350

400

450

500

550

600

650

τ,4τ,2µ,4µDM->2

µDM->2
µDM->4
τDM->2
τDM->4

τ,4τ,2µ,4µDM->2

∈
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1

2
χ

200

250

300

350

400

450

500

550

600

τ,4τ,2µ,4µDM->2

µDM->2
µDM->4
τDM->2
τDM->4

τ,4τ,2µ,4µDM->2

for � 6= �̄, ⇢(r) 6= ⇢̄(r)

⇢(r) ⌘ ⇢�(r) + ⇢�̄(r),
✏ ⌘ (⇢�(r)� ⇢�̄(r))/(⇢�(r) + ⇢�̄(r)),

Source	
  term	
   

For	
  fixed	
  background	
  κ=0.85,	
  δ=0	
  
No	
  indicaSon	
  of	
  non-­‐zero	
  ε	
  ,	
  	
  
Symmetric	
  Decay	
  is	
  favored	
   

For	
  varying	
  backgrounds,	
  ε=1	
  maximal	
  
asymmetric	
  decay	
  is	
  slightly	
  favored	
  	
   



Can	
  we	
  make	
  more	
  stringent	
  constraints	
  on	
  the	
  
CR	
  propagaOon	
  model	
  from	
  AMS-­‐02	
  data? 

	
  	
  	
  IMPLICATIONS	
  OF	
  AMS-­‐02	
  RESULTS	
  
	
  
	
  	
  	
  	
  	
  	
  	
  with	
  Unprecedented	
  Accuracy	
  (II) 

How	
  the	
  backgrounds	
  and	
  DM	
  signals	
  
may	
  change	
  in	
  reference	
  DM	
  models 
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  PropagaOon	
  Models	
  
From	
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  Data 

Observables	
  
-­‐-­‐	
  Secondary/Primary	
  	
  
•  B/C	
  	
  and	
  sub-­‐Fe(Sc+V+Ti)/Fe	
  

	
  sensiSve	
  to	
  combinaSon	
  D0/Zh	
  
-­‐-­‐	
  RadioacSve	
  species	
  
•  10Be/9Be,	
  36Cl/Cl,	
  26Al/27Al	
  

	
  sensiSve	
  to	
  diffusive	
  halo	
  size	
  Zh	
  
-­‐-­‐	
  Stable	
  primaries	
  
•  Proton	
  and	
  Helium	
  	
  fluxes	
  

	
  sensiSve	
  to	
  primary	
  sources 

Degeneracies	
  in	
  parameters	
  
•  D0	
  and	
  Zh	
  are	
  almost	
  degenerate	
  
•  Va	
  	
  scales	
  as	
  (D0)1/2	
  
•  δ+γp1	
  	
  	
  close	
  to	
  	
  2.72 A. Putze et al.: An MCMC technique to sample transport and source parameters of Galactic cosmic rays. II.
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Fig. 2. From top to bottom: posterior PDFs of models I, II,
and III using the B/C constraint (dataset F). The diagonals
show the 1D marginalised PDFs of the indicated parame-
ters. Off-diagonal plots show the 2D marginalised posterior
PDFs for the parameters in the same column and same line
respectively. The colour code corresponds to the regions of
increasing probability (from paler to darker shade), and the
two contours (smoothed) delimit regions containing, respec-
tively, 68% and 95% (inner and outer contour) of the PDF.

Table 3. Best-fit model parameters for B/C data only (L =
4 kpc).

Model Kbest
0 × 102 δbest V best

c V best
a χ2/d.o.f

Data (kpc2 Myr−1) (km s−1) (km s−1)

I-F 0.42 0.93 13.5 . . . 11.2
II-F 9.74 0.23 . . . 73.1 4.68
III-F 0.48 0.86 18.8 38.0 1.47

correlated with Va, which is related to a smaller δ being
obtained if more reacceleration is included. On the other
hand, the positive correlation between δ and Vc indicates
that larger δ are expected for larger wind velocities.

We show in Table 2 the most probable values of the
transport parameters, as well as their uncertainties, corre-
sponding to 68% confidence levels (CL) of the marginalised
PDFs. The precision to which the parameters are obtained
is excellent, ranging from a few % to 10% at most (for
the slope of the diffusion coefficient δ in III). This corre-
sponds to statistical uncertainties only. These uncertainties
are of the order of, or smaller than systematics generated
from uncertainties in the input ingredients (see details in
Maurin et al. 2010).

As found in previous studies (e.g., Lionetto et al. 2005),
for pure diffusion/reacceleration models (II), the value of
the diffusion slope δ found is low (≈ 0.23 here). When con-
vection is included (I and III), δ is large (≈ 0.8− 0.9). This
scatter in δ was already observed in Jones et al. (2001), who
also studied different classes of models. The origin of this
scatter is consistent with the aforementioned correlations
in the parameters (see also Maurin et al. 2010).

The best-fit model parameters (which are not always
the most probable ones) are given in Table 3, along with
the minimal χ2 value per degree of freedom, χ2

min/d.o.f
(last column). As found in previous analyses (Maurin et al.
2001, 2002), the DM with both reacceleration and convec-
tion reproduces the B/C data more accurately than with-
out: χ2/d.o.f= 1.47 for III, 4.90 for II, and 11.6 for I. The
B/C ratio associated with these optimal χ2 values are dis-
played with the data in Fig. 3. We note that the poor fit for
II (compared to III) is explained by the departure of the
model prediction from high-energy HEAO-3 data.

4.2. Sensitivity to the choice of the B/C dataset

For comparison purposes, we now focus on several datasets
for the B/C data. Low-energy data points include ACE
data, taken during the solar minimum period 1997-1998
(de Nolfo et al. 2006). Close to submission of this pa-
per, another ACE analysis was published (George et al.
2009). The 1997-1998 data points were reanalysed and
complemented with data taken during the solar maxi-
mum period 2001-2003. The AMS-01 also provided B/C
data covering almost the same range as the HEAO-3
data (Tomassetti & AMS-01 Collaboration 2009). Hence,
for this section only, we attempt to analyse other B/C
datasets that include these components:

– A: HEAO-3 [0.8− 40 GeV/n], 14 data points;
– C: HEAO-3+low energy [0.3−0.5GeV/n], 22 data points;
– F: HEAO-3+low+high energy [0.2−2 TeV/n], 31 data

points;
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FIG. 3.— 2D marginalized posterior probability distributions for some parameter combinations. The yellow and blue regions enclose 68 and 95% probability,
respectively. The encircled red cross is the best fit, the filled green dot the posterior mean.

and best-fit model, divided by the experimental error bar (en-
larged by the correct error scaling parameter):

R
ij

=

ˆ

�

ij

X

� �

X

(E

i

,⇥,�)

�

ij

/

p
⌧

j

. (19)

Visual inspection of the residuals for the B/C and the
10Be/9Be ratios (see Figures 4 and 5) shows that our best-fit
model gives an excellent fit to those data, with the distribu-
tion of the residuals approximately symmetric around 0. This
indicates that there is no systematic bias of our best-fit. The
contribution to the overall �2 from those data sets is, if any-

thing, smaller than would be expected statistically: Table 3
indicates that each datum contributes about ⇠ 0.3 units to the
�

2. This could point to a degree of overfitting, or to our er-
ror bar rescaling parameters being too small. However, the
origin of this slight overfitting becomes clear when one con-
siders the oxygen and carbon spectra, and their residuals (Fig-
ures 6). Residuals here are significantly larger, especially at
low energies, E < 3 GeV, and the average contribution to the
total �2 by each datum is much larger, of order ⇠ 1.4, see Ta-
ble 3. Therefore, the error bars on carbon and oxygen seem to
require enlargement in order for our model to provide a good
fit. Notice from the shape of the residuals in Fig. 6 that there

Trona,	
  etal,	
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Analysis	
  Using	
  AMS-­‐02	
  Data	
  Alone 

Previous	
  analyses	
  relay	
  on	
  combinaOons	
  of	
  B/C,	
  	
  isotopes	
  10Be/9Be,	
  etc.	
  
which	
  are	
  measured	
  from	
  different	
  experiments	
  
	
  
Our	
  MoOvaOons:	
  
1.  AMS-­‐02	
  is	
  measuring	
  the	
  CRs	
  with	
  unprecedented	
  accuracies	
  
2.  Avoiding	
  combinaSon	
  of	
  syst.	
  errors	
  in	
  different	
  experiments	
  
3.  All	
  data	
  from	
  the	
  same	
  period,	
  easy	
  to	
  model	
  solar	
  modulaSon	
  effects	
  
4.  It	
  is	
  possible	
  to	
  determine	
  the	
  major	
  parameters	
  from	
  AMS-­‐02	
  

	
  
Using	
  data	
  Set:	
  	
  	
  	
  B/C	
  raSo	
  +	
  	
  Proton	
  flux	
  
	
  	
  	
  	
  proton	
  flux	
  is	
  not	
  just	
  a	
  power	
  low	
  in	
  energy	
  	
  
	
  	
  	
  	
  (break	
  at	
  10	
  GeV	
  imposes	
  constraints	
  on	
  Va)	
  	
  	
  

	
  B/C	
  à	
  D0/Zh,	
  Va,	
  δ	
  	
  	
  	
  	
  	
  	
  	
  (18	
  data	
  points)	
  
	
  Proton	
  à	
  γ1,	
  γ2,	
  Va	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (100	
  data	
  points)	
  

Proton	
  flux	
  spectrum	
  constrains	
  Va	
  	
  ,	
  breaks	
  Va-­‐-­‐	
  D0	
  degeneracy,	
  	
  
and	
  enables	
  the	
  determinaSon	
  of	
  Zh	
  
NormalizaSon:	
  	
  at	
  E	
  =100GeV	
  fit	
  to	
  AMS02	
  proton	
  flux	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
 

sequence {θ(1)i , θ(2)i , . . . , θ(N)
i } of the parameter θi with N the length of the Markov chain,

the expectation value ⟨θi⟩ is given by

⟨θi⟩ =
∫

θiP (θi|D)dθi =
1

N

N
∑

k=1

θ(k)i . (18)

The standard deviation of the parameter θi is given by σ2 =
∑N

k=1(θ
(k)
i − ⟨θi⟩)2/(N − 1).

4 Constraining propagation models using AMS-02 data

The statistics of the AMS-02 data is now much higher than that of other satellite-borne

experiments and will continue to increase, thus it is worthwhile to consider constraining

the propagation models using the AMS-02 data alone. In this way, the complicity involving

the combination of the systematics of different experiments can be avoided. Furthermore,

all the current AMS-02 data are taken in the same period of solar activity, which makes

it easier to model the effect of solar modulation consistently.

The AMS-02 data that we shall include in the analysis are the spectra of the cosmic-ray

nuclei ratio B/C [24] and the proton flux [25], namely, the whole data set is

D = {DAMS
B/C , DAMS

p }. (19)

Since we focus on determining the propagation parameters, the AMS-02 data of electrons

and positrons are not included for the moment. It is known that they are not consis-

tent with the conventional backgrounds, which calls for exotic contributions from nearby

astrophysical sources or DM. We adopt the conventional diffusive reaccelaration (DR)

models in which Vc ≃ 0. It has been shown that in the GALPROP approach a nonvan-

ishing Vc results in the predicted peak of B/C spectrum to be too wide compared with

the data [31, 54]. We consider the case where R = 20 kpc and δ1 = δ2 ≡ δ, thus there

are 4 free parameters related to the cosmic-ray propagation: Zh, D0, δ and Va. There

are 2 parameters for the power-law indices of the primary source terms γp1 and γp2. The

break is fixed at ρps = 104 MV. In the GALPROP code, the primary nuclei source term

is normalized in such a way that the proton flux Np at kinetic energy Ekin =100 GeV is

reproduced. We find Np = 4.83± 0.02 cm−2sr−1s−1MeV−1 from interpolating the AMS-02

proton flux data at 100 GeV. The solar modulation amplitude is fixed at φ = 550 MV.

Thus in total there are 6 free parameters, namely,

θ = {Zh, D0, δ, Va, γp1, γp2}. (20)

The priors of all the parameters are chosen to be uniform distributions according to

Eq. (16) with the prior intervals listed in Tab. 2.
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1.3 km s�1 which is about ⇠ 16% larger than that from Ref. [23]. The power-law indices

of the nuclei source term are found to be �

p1 = 1.78 ± 0.01 and �

p2 = 2.45 ± 0.01, which

are mostly constrained by the data of proton flux. The index �

p2 is larger than 2.38

obtained from fitting the Carbon and Oxygen fluxes in Ref. [23], which indicates that the

spectrum of proton flux is softer than that of heavier cosmic-ray nuclei at high energies.

For an estimate of the goodness-of-fit, we evaluate the �

2 function which is defined as

�

2 = �2 lnL. Using the best-fit parameters, we find that in total �2 = 49.0 in which the

contribution from B/C is 6.1 and that from proton flux is 42.9. Thus �2
/dof = 49.0/112

which indicates a good agreement with the data.

Based on the MCMC samples, the contours of allowed regions at 68% and 95% CL for

a selection of propagation parameters are shown in Fig. 2. It can be seen that D0/Zh

is

positively (negatively) correlated with V

a

(�), � is negatively correlated with V

a

, and �

p1

and �

p2 are positively correlated. The approximate relation � + �

p2 ⇡ 2.72 holds very

well. Less pronounced correlations are found between parameters V
a

and �

p1,p2. The one-

dimensional marginal posterior PDFs for some of the parameters are shown in Fig. 3. In

the figure, the best-fit values, mean values with standard deviations are also shown. The

figure shows that all the one-dimensional PDFs are close to Gaussian.

Fig. 4 shows the calculated spectra of the cosmic-ray B/C ratio, proton fluxes, an-

tiproton fluxes and antiproton/proton ratio using the parameters allowed within 95% CL.

One can see that the AMS-02 data on proton flux and B/C ratio are well reproduced

by the GALPROP DR models. The predicted antiproton fluxes are consistent with the

PAMELA data only for the kinetic energies above 10 GeV. At lower energies, the pre-

dicted antiproton flux is about 40% lower than the data of PAMELA and BESS-Polar II,

13

with ↵
E

⇡ 0.17 and r

s

⇡ 20 kpc.

The interstellar flux of the cosmic-ray particle is related to its density function as

� =
v

4⇡
 (r, p) . (11)

For high energy nuclei v ⇡ c. At the top of the atmosphere (TOA) of the Earth, the fluxes

of cosmic-rays are a↵ected by solar winds and the helioshperic magnetic field. This e↵ect

is taken into account using the force-field approximation [42]. In this approach, �TOA the

cosmic-ray nuclei flux at the top of the atmosphere of the Earth which is measured by the

experiments is related to the interstellar flux as follows

�TOA(TTOA) =

✓
2mTTOA + T

2
TOA

2mT + T

2

◆
�(T ), (12)

where TTOA = T � �

F

is the kinetic energy of the cosmic-ray nuclei at the top of the

atmosphere of the Earth. (4)

Analytical solution to the propagation equation can be obtained in a simplified two-

zone di↵usion model in which the thin galactic disk is approximated by a delta-function .

For an illustration, let us consider a simple case where the reacceleration and energy loss

are negligible, and V

c

is a constant along the z-direction. The steady state propagation

equation in this case can be written as

0 = D

xx

r2
 � V

c

r � 2h�(z)
1

⌧

f

 � 1

⌧

r

 + 2h�(z)q(R, z, p). (13)

where h ⇡ 0.1 kpc is the width of the galactic disk. Using the Bessel expansion of the

number density

 (R, z, p) =
1X

i=1

 

i

(z, p)J0

✓
⇣

i

R

R

h

◆
, (14)

where J0(x) is the Bessel function and ⇣
i

is the i-th zero of the Bessel function, the equation

for the coe�cient  
i

(z, p) can be written as

0 = D

xx

✓
@

2

@z

2
� ⇣

2
i

R

2
h

◆
 

i

� V
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@

@z

 

i

� 2h�(z)
1

⌧

f

 

i

� 1

⌧

r

 

i

+ 2h�(z)q
i

, (15)

where q

i

is the coe�cient of the Bessel expansion of the source term q(R, z, p) similar to

 

i

from Eq. (14). The solution of the above equation at z = 0 is given by

 

i

(0) =
2hq

i

V

c

+ 2h/⌧
f

+D

xx

S

i

coth(S
i

Z

h

/2)
, (16)

where

S

2
i

=
V

2
c

D

2
xx

+
4

D

xx

⌧

r

+
4⇣2

i

R

2
h

. (17)
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In the limit S
i

Z

h

⌧ 1, one can use the power expansion coth(x) ⇡ 1/x+x/3+O(x3) and

obtain

D

xx

S

i

coth(S
i

Z

h

/2) ⇡
✓
D

xx

Z

h

◆✓
2 +

V

2
c

Z

2
h

6D2
xx

+
2Z2

h

3D
xx

⌧

r

+
2Z2

h

3R2
h

⇣

2
i

◆
. (18)

SinceD
xx

/ D0, the above expression shows the well-known behaviour that the parameters

D0 and Z

h

are almost degenerate in the flux of cosmic-ray particles. This degeneracy is

however slightly broken by the two subleading contributions. One is related to the decay

of the radioactive species, and the other one is related to the fixed halo radius R
h

.

The values of D0 and Z

h

can be determined by fitting simultaneously to the B/C flux

ratio and the ratio of the isotopes of Beryllium nuclei 10Be/9Be, as 10Be is radioactive

and sensitive to D0. A great advantage of using such flux ratios is that the propagation (2)

parameters can be determined without knowing the primary sources. On the other hand,

as can be see in Eq. (18), for a fixed value of D0/Zh

, an increase of Z
h

will result in a

decrease of the flux  even for stable cosmic-ray species. Thus, in principle, the primary

cosmic-ray fluxes can also be used together with the B/C flux ratio to determine the values

ofD0 and Z

h

, if the primary sources are specified. The flux of cosmic-ray protons is among

the most precisely measured quantities. As it will be shown in Sec. 4, the combination of

proton flux plus B/C ratio can constrain D0 and Z

h

with reasonable precision.

Some of the other propagation parameters are also strongly correlated. For instance,

in the re-acceleration term the Alfvèn speed V

a

scales as
p
D

xx

as can bee seen in Eq. (3).

At high energies above ⇠ 10 GeV, the approximate relation � + �

A

⇡ 2.7 holds very well,

due to the energy-dependent di↵usion coe�cient.

We shall solve the di↵usion equation of Eq. (1) using the publicly available numeri-

cal code GALPROP v54 [43–47] which utilizes realistic astronomical information on the

distribution of interstellar gas and other data as input, and considers various kinds of

data including primary and secondary nuclei, electrons and positrons, �-rays, synchrotron

radiation, etc. in a self-consistent way. Other approaches based on simplified assumptions

on the Galactic gas distribution which allow for fast analytic solutions can be found in

Refs. [48–52].

3 Bayesian inference

The Bayesian inference is based on calculating the posterior probability distribution func-

tion (PDF) of the unknown parameter set ✓ = {✓1, . . . , ✓m} in a given model, which

actually updates our state of belief from the prior PDF of ✓ after taking into account the

information provided by the experimental data set D. The posterior PDF is related to
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AnalyOc	
  soluOon	
  in	
  two-­‐zone	
  model D0/Zh	
  degeneracy	
  is	
  slightly	
  broken	
  
in	
  stable	
  CR	
  fluxes	
  
	
  
•  For	
  proton	
  ~5%,	
  data	
  err	
  ~3%	
  
•  For	
  B/C	
  ~2%,	
  data	
  error	
  ~4%	
  

Consequence	
  
•  B/C	
  determines	
  D0/Zh	
  	
  
•  Proton	
  determines	
  Zh	
  

RelaOve	
  change	
  with	
  Zh	
  for	
  fixed	
  D0/Zh	
  	
  (E=20GeV) 

Conclusion:	
  the	
  spectrum	
  
of	
  the	
  primary	
  cosmic-­‐ray	
  
flux	
  such	
  as	
  that	
  of	
  proton	
  
can	
  impose	
  constraints	
  on	
  
both	
  the	
  propagaOon	
  
parameters	
  and	
  the	
  
primary	
  sources. 



•  Bayes’s	
  Theorem	
  (posterior	
  PDF)	
  

•  Bayesian	
  evidence	
  (quality	
  of	
  fit)	
  

	
  
	
  By	
  IntegraSng	
  over	
  the	
  whole	
  volume	
  of	
  	
  	
  	
  	
  	
  
	
  	
  parameter	
  space	
  
•  Marginal	
  PDFs	
  of	
  interesSng	
  parameters	
  

	
  	
  	
  	
  	
  By	
  IntegraSng	
  out	
  nuisance	
  parameters	
  
•  Priors	
  PDF	
  (uniform-­‐Flat	
  distribuSon)	
  

p(✓|D) =
L(D|✓)⇡(✓)

p(D)

p(D) =

Z

V
L(D|✓)⇡(✓)d✓.

p(✓1, . . . , ✓n)marg =

Z
p(✓|D)

mY

i=n+1

d✓i

⇡(✓i) /
⇢

1, for ✓i,min

< ✓i < ✓i,max

0, otherwise

Likelihood	
  funcSon	
  (Gaussian)	
  

L(D|✓) =
Y

i

1p
2⇡�2

i

exp

✓
� (f

th

(✓)� f
obs,i)

2

2�2

i

◆

Numerical	
  methods	
  
	
  
•  MCMC	
  sampling	
  
•  Metropolis-­‐HasSng	
  (algorithm)	
  

MCMC	
  	
  
•  CosmoMC	
  package 

StaSsSc	
  mean	
  value 



Results 
with	
  2.6x104	
  Markov	
  Chain	
  Monte	
  Carlo	
  (MCMC)	
  samples	
  	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  	
  D0/Zh	
  is	
  precisely	
  	
  determined	
  (err	
  <5%	
  	
  vs.	
  30%)	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  
	
  
	
  
	
  
Zh	
  is	
  determined	
  with	
  err	
  up	
  to	
  ~	
  20%	
  (relaOve	
  smaller	
  26%)	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  40%	
  lower	
  (~5.4)	
  
	
  
	
  
B/C	
  raSo	
  from	
  HEAO-­‐3,	
  ATIC-­‐2	
  	
  and	
  CREAM-­‐1,	
  the	
  data	
  of	
  	
  10Be/9Be	
  	
  from	
  ACE	
  ,	
  and	
  the	
  data	
  of	
  Carbon	
  and	
  
Oxygen	
  nuclei	
  fluxes	
  from	
  ACE	
  

In the GALPROP code, the diffusion equation is solved numerically on a spatial grid

with widths ∆R = 1 kpc and ∆Z = 0.2 kpc. The momentum grid is on a logarithmic

scale with a scale factor 1.4. For sampling the posterior distributions and calculating

the marginal distributions, we use the numerical package CosmoMC [51] which implements

the Metropolis-Hastings algorithm in the MCMC scan of the whole parameter space. We

have built 18 parallel MCMC chains with ∼1500 samples in each chain after the burn-in.

These chains satisfy the convergence condition that the ratio of the inter-chain variance

and intra-chain variance is less than 0.2 [55]. In total 2.6 × 104 samples were obtained

from the MCMC scan. The result of the best-fit values, statistical mean values, standard

deviations and allowed intervals at 95% CL for these parameters are shown in Tab. 2.

For a comparison, we also list the allowed ranges determined from a previous analysis in

Quantity Prior Best-fit Posterior mean and Posterior 95% Ref. [23]

range value Standard deviation range

Zh(kpc) [1, 11] 3.2 3.3±0.6 [2.1, 4.6] 5.4±1.4

D0/Zh [1, 3] 2.02 2.00±0.07 [1.82, 2.18] (1.54±0.48)

δ [0.1, 0.6] 0.29 0.29±0.01 [0.27, 0.32] 0.31±0.02

Va(km · s−1) [20, 70] 44.7 44.6±1.2 [41.3, 47.5] 38.4±2.1

γp1 [1.5, 2.1] 1.79 1.78±0.01 [1.75, 1.81] 1.92±0.04

γp2 [2.2,2.6] 2.46 2.45±0.01 [2.43,2.47] 2.38±0.04

TAB. 2: Constraints on the propagation models from the global Bayesian analyses to

the AMS-02 data of B/C ratio and proton flux. The prior interval, best-fit value, statistic

mean, standard deviation and the allowed range at 95% CL are listed for each propagation

parameter. The parameter D0/Zh is in units of 1028cm2 · s−1kpc−1. For a comparison, we

also list the mean values and standard deviations of these parameters from a previous

analysis in [23]. The value of D0/Zh in the parentheses is obtained from [23] using a naive

combination of D0 and Zh without considering the correlation.

Ref. [23] which is based on data of B/C, 10B/9Be, Carbon and Oxygen nuclei flux prior to

AMS-02.

As it can be seen from the table that although the fitting strategy is different, the

parameters determined by the AMS-02 data are quite similar with the previous analysis

in Ref. [23], but with uncertainties significantly reduced. For instance, the ratio D0/Zh is

found to be

D0

Zh
= (2.00± 0.07) cm2s−1kpc−1. (21)
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In the GALPROP code, the diffusion equation is solved numerically on a spatial grid

with widths ∆R = 1 kpc and ∆Z = 0.2 kpc. The momentum grid is on a logarithmic

scale with a scale factor 1.4. For sampling the posterior distributions and calculating

the marginal distributions, we use the numerical package CosmoMC [51] which implements

the Metropolis-Hastings algorithm in the MCMC scan of the whole parameter space. We

have built 18 parallel MCMC chains with ∼1500 samples in each chain after the burn-in.

These chains satisfy the convergence condition that the ratio of the inter-chain variance

and intra-chain variance is less than 0.2 [55]. In total 2.6 × 104 samples were obtained

from the MCMC scan. The result of the best-fit values, statistical mean values, standard

deviations and allowed intervals at 95% CL for these parameters are shown in Tab. 2.

For a comparison, we also list the allowed ranges determined from a previous analysis in

Quantity Prior Best-fit Posterior mean and Posterior 95% Ref. [23]

range value Standard deviation range

Zh(kpc) [1, 11] 3.2 3.3±0.6 [2.1, 4.6] 5.4±1.4

D0/Zh [1, 3] 2.02 2.00±0.07 [1.82, 2.18] (1.54±0.48)

δ [0.1, 0.6] 0.29 0.29±0.01 [0.27, 0.32] 0.31±0.02

Va(km · s−1) [20, 70] 44.7 44.6±1.2 [41.3, 47.5] 38.4±2.1

γp1 [1.5, 2.1] 1.79 1.78±0.01 [1.75, 1.81] 1.92±0.04

γp2 [2.2,2.6] 2.46 2.45±0.01 [2.43,2.47] 2.38±0.04

TAB. 2: Constraints on the propagation models from the global Bayesian analyses to

the AMS-02 data of B/C ratio and proton flux. The prior interval, best-fit value, statistic

mean, standard deviation and the allowed range at 95% CL are listed for each propagation

parameter. The parameter D0/Zh is in units of 1028cm2 · s−1kpc−1. For a comparison, we

also list the mean values and standard deviations of these parameters from a previous

analysis in [23]. The value of D0/Zh in the parentheses is obtained from [23] using a naive

combination of D0 and Zh without considering the correlation.

Ref. [23] which is based on data of B/C, 10B/9Be, Carbon and Oxygen nuclei flux prior to

AMS-02.

As it can be seen from the table that although the fitting strategy is different, the

parameters determined by the AMS-02 data are quite similar with the previous analysis

in Ref. [23], but with uncertainties significantly reduced. For instance, the ratio D0/Zh is

found to be

D0

Zh
= (2.00± 0.07) cm2s−1kpc−1. (21)

10Zh = 3.3± 0.6kpc

Trona,	
  1011.0037	
  	
  fit	
  	
  B/C	
  +	
  10Be/9Be	
   

The	
  fi~ng	
  strategy	
  is	
  quite	
  
different,	
  uncertainOes	
  in	
  the	
  
parameters	
  are	
  significantly	
  
smaller	
  !	
  	
  
uncertainty	
  is	
  within	
  5%	
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FIG. 2: One-dimensional marginalized posterior PDFs for propagation parameters Zh,

D0/Zh, δ, Va, γp1, γp2. In each panel, the horizontal bar indicates the 1σ- and 2σ-standard

deviations, with vertical line indicating the statistic mean value. The best-fit value is

shown as red plus.

fraction such as the rate of increase with energy, the energy beyond which it ceases to

increase and the rate at which it falls beyond the turning point are of crucial importance

in distinguishing the DM models. The uncertainty in the propagation parameters affects

the prediction for the spectrum of positron fraction from DM interactions. Making use of

the constraints on the propagation parameters Zh, D0/Zh, D0, δ, γp1 andγp2 obtained in

the previous section, we investigate how the the backgrounds and DM signals change in a

given DM model due to the uncertainties in these parameters.

In Fig. 4, we show the predicted electron and positron fluxes and the positron fraction

for the case of background only. We choose a reference electron primary source with 2

breaks at ρe1 = 4 GV and ρe2 = 86.8 GV and three power law indices between the breaks

γe1 = 1.46, γe2 = 2.72 and γe3 = 2.49, respectively. The bands in the figure corresponds to

the variation of the propagation parameters within 95% CL. The uncertainty in positron

flux and positron fraction can be about a factor of two.

Fig. 5 shows the predicted positron fraction for four typical DM annihilation channels

χχ̄→ 2µ, 4µ, 2τ and 4τ . In each case, the DM particle mass and annihilation cross section
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All	
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FIG. 1: Two-dimensional marginalized posterior PDFs for the combinations of some

selected parameters involving Zh, D0/Zh, δ, Va and γp1. The regions enclosing 68%(95%)

CL are shown in dark blue (blue). The red plus (yellow cross ) in each plot indicates the

best-fit value (statistic mean value).
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FIG. 3: Cosmic ray nuclei fluxes and flux ratios from a global fit to the AMS-02 proton and

B/C data. (Upper left) the fitted spectra of cosmic-ray proton flux. The band corresponds

to the values of propagation parameters allowed at 95% CL. The data of proton flux from

AMS-02 [25], PAMELA [26] and CREAM [56] are also shown. (Upper right) the fitted

spectra of B/C ratio. The data of AMS-02 [24], ACE [57], CREAM [58] and HEAO-3 [59]

are also shown. (Lower left) The prediction for the antiproton flux at 95% CL. The data

of PAMELA [60] and BESS-Polar II [61] are shown. (Lower right) The prediction for the

antiproton to proton flux ratio at 95% CL. The data of PAMELA [62] are shown.
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PredicOons 

Best	
  fits 
AMS-­‐02	
  data	
  on	
  
proton	
  flux	
  and	
  B/C	
  
raOo	
  are	
  well	
  
reproduced	
  by	
  the	
  
GALPROP	
  diffusion	
  
reacceralaOon	
  (DR)	
  
models	
  Vc	
  =0 

E>10	
  GeV:	
  
AnOproton	
  fluxes	
  
are	
  consistent	
  with	
  
the	
  PAMELA	
  data	
  	
  
E	
  <	
  10	
  GeV: 
40%	
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  the	
  
data	
  of	
  PAMELA	
  
and	
  BESS-­‐Polar	
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   Construct	
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  GALPROP	
  models:	
  (i)	
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  of	
  	
  diffusion	
  

coefficient	
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spectrum;	
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  modulaOon	
  have	
  a	
  charge	
  sign	
  dependence 

CalculaSon	
  of	
  spectrum	
  by	
  using	
  the	
  parameters	
  allowed	
  within	
  95%	
  CL 



pbar/p	
  new	
  data	
  
AMS-­‐02	
  2015	
   

Conclusion:	
  our	
  predicOons	
  and	
  new	
  data	
  are	
  highly	
  consistent,	
  except	
  for	
  
a	
  few	
  data	
  points	
  at	
  very	
  high	
  energies,	
  which	
  have	
  relaOvely	
  larger	
  
uncertainOes.	
  It	
  is	
  then	
  crucial	
  to	
  make	
  more	
  precise	
  measurements	
  on	
  this	
  
raOo	
  at	
  high	
  energy	
  region.	
  

The	
  AMS-­‐02	
  pbar/p	
  
data	
  are	
  consistent	
  with	
  
the	
  background	
  overall 

In	
  Donato	
  et	
  al.	
  2009	
  result	
  	
  
based	
  on	
  the	
  	
  two-­‐zone	
  
diffusion	
  model	
  actually	
  
underesSmated	
  the	
  pbar	
  at	
  
high	
  energies. 
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  parameter	
  space	
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  95%CL,	
  	
  
the	
  uncertainOes	
  of	
  the	
  backgrounds	
  are	
  obtained 
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FIG. 4: Predictions for cosmic-ray positron fraction (left) and fluxes of electrons

and positrons (right) in the background only case with the uncertainties from that in

the propagation parameters at 95% CL. For positron fraction, the data of AMS-02 [2]

PAMELA [4] and Fermi-LAT [5] are shown. For electron and positron fluxes, the data of

PAMELA (electrons) [63], Fermi-LAT (electrons+positrons) [64] and AMS-02 (electrons

and positrons) [65] are also shown.

are taken from a previous analysis based on the AMS-02 data in 2013 [11]

2µ : mχ = 570 GeV, ⟨σv⟩ = 6.72× 10−24 cm3s−1,

4µ : mχ = 1.10 TeV, ⟨σv⟩ = 1.49× 10−23 cm3s−1,

2τ : mχ = 1.53 TeV, ⟨σv⟩ = 5.34× 10−23 cm3s−1,

4τ : mχ = 3.07 TeV, ⟨σv⟩ = 11.6× 10−23 cm3s−1. (23)

It can be seen from the figure that the uncertainties in the predictions for positron fraction

can be within a factor of two at low energies below ∼ 500 GeV. At high energies, the

uncertainty is significantly reduced. The future AMS-02 data of high energy positrons will

be very useful in distinguishing the DM models.

6 Antiproton flux from DM annihilation

Compared with cosmic-ray electrons, the cosmic-ray protons/antiprotons lose much less

energy due to inverse Compton scattering and synchrotron radiation in the propagation

process. They can travel across a longer distance in the galaxy before arriving at the

detectors, which makes the proton/antiproton fluxes more sensitive to the propagation

parameters. In the previous section, we have shown that with the current AMS-02 data the

important propagation parameters such as D0/Zh and Zh can be determined with higher
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UncertainOes	
  of	
  background	
  parameters	
  and	
  
DM	
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  in	
  DM	
  AnnihilaOon 



PredicOons	
  and	
  UncertainOes	
  in	
  AnOproton	
  Flux	
  	
  
ResulOng	
  From	
  DM	
  AnnihilaOon	
  into	
  bbbar 

Consider	
  reference	
  propagaOon	
  models:	
  
minimal,	
  median	
  	
  and	
  maximal	
  fluxes	
  

At	
  95%	
  CL,	
  the	
  difference	
  between	
  	
  
min	
  and	
  max	
  configuraOon	
  is	
  within	
  O(10).	
  	
  
Previous	
  analyses:	
  uncertainSes	
  	
  ~O(100),	
  	
  
e.g.	
  	
  F.Donato,	
  etal,	
  astro-­‐ph/0306207	
   
 

precisions, which is very useful in improving the predictions for the cosmic-ray antiproton

fluxes induced from DM interactions. In this section, we estimate the uncertainties in the

prediction for antiproton flux from DM annihilation and construct reference propagation

models which give rise to the typically minimal, median and maximal antiproton fluxes

within 95% CL. Such reference models are useful for a quick estimation of the propagation

uncertainties in future analyses. We shall focus only on the case of DM annihilation. It is

straight forward to extend the analysis to the case of DM decay.

For a concrete illustration, we consider a reference DM model with mχ = 130 GeV,

and a typical WIMP annihilation cross section ⟨σv⟩0 = 3× 10−26 cm3s−1 with final state

dominated by bb̄. From the propagation models allowed by the recent AMS-02 data at

95% CL, we select reference models which give minimal, median and maximal antiproton

fluxes. The values of the parameters are listed in Tab. 3, and the corresponding fluxes

for different types of DM profiles are shown in Fig. 6 . As can be seen from the figure,

parameters Min Med Max

Zh(kpc) 1.8 3.2 6.0

D0/Zh 1.96 2.03 1.77

δ 0.30 0.29 0.29

Va(km · s−1) 42.7 44.8 43.4

γp1 1.75 1.79 1.81

γp2 2.44 2.45 2.46

TAB. 3: Three reference propagation models selected from the set of propagation models

allowed within 95% CL by the AMS-02 data, corresponding to the minimal, median and

maximal antiproton fluxes from DM annihilating into bb̄. The parameter D0/Zh is in units

of 1028cm2 · s−1kpc−1.

the uncertainties due to the propagation parameters are within one order of magnitude.

In some previous analysis, the choice of benchmark models leads to an uncertainty of

O(100) [21]. Such a significant improvement is related to the precise AMS-02 data on the

B/C ratio. Fig. 6 also shows that the differences due to the profile are typically around a

factor of two.
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FIG. 6: Prediction for the antiproton fluxes resulting from DM particle annihilating into

bb̄ final states in the three propagation models listed in Tab. 3. In each plot, three curves

correspond to the typically minimal (dot-dashed), median (solid) and maximal (dotted)

antiproton fluxes at 95% CL. The four plots corresponds to the four different DM density

distribution profile NFW (upper left) [35], Isothermal (upper right) [36], Moore (lower

left) [37, 38] and Einasto (lower right) [39]. The mass of the DM particle is 130 GeV and

the annihilation cross section is fixed at ⟨σv⟩0 = 3× 10−26 cm3s−1.
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7 Dark matter properties from current and future

antiproton data

In this section, taking into account the uncertainties of all the propagation parameters,

we derive the constraints on the properties of DM particles from the current PAMELA

and make projections for the sensitivity of the upcoming AMS-02 antiproton measure-

ment. Some previous analyses based on simplified assumptions of fixed background or

allowing part of the propagation parameters to vary can be found in Refs. [66–69]. In

the Bayesian approach, it is straight forward to consider the uncertainties and correla-

tions of the propagation parameters consistently, as the posterior PDF of the propagation

parameters obtained in Sec. 4 can be used as the prior PDF in the subsequent Bayesian

analysis. The inclusion of the new data will also update the “degree of believe” of these

parameters, as well as constrain the new parameters related to the properties of DM par-

ticles. In the case of DM annihilation, the new parameter set related to DM annihilation

is θ′ = {⟨σv⟩, mχ}. The new data set of cosmic-ray antiproton is D′ = {DPAM
p , DPAM

p̄/p },
where DPAM

p (DPAM
p̄/p ) stands for the data of antiproton flux (antiproton to proton flux ratio)

from PAMELA. The posterior PDF for the parameter set θ′ can be written as

P (θ′, θ|D′) =
L(D′|θ′, θ)π(θ′)π̃′(θ)

∫

L(D′|θ′, θ)π(θ′)π̃(θ)dθ′dθ
, (24)

where π̃(θ) is the prior PDF of the propagation parameter set θ defined in Eq. (20), which

has been updated from uniform distributions after considering the constraints from the

AMS-02 data set D in Eq. (19), i.e., π̃(θ) = P (θ|D), where P (θ|D) is calculated using

the Bayes’s theorem in Eq. (13).

7.1 Constraints on DM properties from PAMELA antiproton

data

We consider several reference DM annihilation channels χ̄χ → X where X = bb̄, tt̄,

W+W−, Z0Z0 and hh. The energy spectra of these channels are all similar at high

energies. The main difference is in the average number of total antiprotons NX generated

in each channel. For a typical DM particle mass mχ = 500 GeV, the values of NX for

typical final states are Nqq̄ = 2.97 (q = u, d), Nbb̄ = 2.66, Ntt̄ = 3.20, NWW = 1.42,

NZZ = 1.48, NZh = 1.88, and Nhh = 2.18, respectively. Note that some of them are

related. For instance, Nhh ≈ 2Nbb̄ · Br2(h → bb̄) and NZh ≈ (NZZ +Nhh)/2.

We include the data of antiproton flux and antiproton-to-proton flux ratio from the

current PAMELA experiment [60, 62]. To avoid the complicities involved in modelling

the effect of solar modulation, we only include the data points with antiproton kinetic
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FIG. 7: Upper limits on the cross sections for DM particle annihilating into bb̄, W+W−,

Z0Z0, hh and tt̄ final states at 95% CL with the uncertainties in the propagation models

taken into account. The DM halo profile is set to be Einasto. The horizontal line indicates

the typical thermal DM annihilation cross section ⟨σv⟩0 = 3× 10−26 cm3s−1.

energy above 10 GeV. In total 8 (7) data points from antiproton flux (antiproton-to-

proton flux ratio) are included in the analysis. The DM profile is chosen to be Einasto

profile. Fig. 7 shows results of upper limits on the annihilation cross sections at 95% CL.

When the uncertainties in the propagation parameters are included, the upper limits are

above the typical thermal cross section ⟨σv⟩0. For bb̄ final state, the most stringent limit

is ⟨σv⟩ ! 10−25 cm3s−1 at mχ ≈ 70 GeV. For TeV scale DM particle, the upper limits are

around 10−24 cm3s−1 for all the channels.

7.2 Projected AMS-02 sensitivity

The forthcoming AMS-02 data on the antiproton flux is eagerly awaited. The AMS-02

detector has a high rejection power to distinguish antiprotons from protons, which is

extremely helpful in identifying small excesses in the antiproton fluxes. In this section, we

investigate the prospect for AMS-02 on reconstructing the property of DM particle in the
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sequence {θ(1)i , θ(2)i , . . . , θ(N)
i } of the parameter θi with N the length of the Markov chain,

the expectation value ⟨θi⟩ is given by

⟨θi⟩ =
∫

θiP (θi|D)dθi =
1

N

N
∑

k=1

θ(k)i . (18)

The standard deviation of the parameter θi is given by σ2 =
∑N

k=1(θ
(k)
i − ⟨θi⟩)2/(N − 1).

4 Constraining propagation models using AMS-02 data

The statistics of the AMS-02 data is now much higher than that of other satellite-borne

experiments and will continue to increase, thus it is worthwhile to consider constraining

the propagation models using the AMS-02 data alone. In this way, the complicity involving

the combination of the systematics of different experiments can be avoided. Furthermore,

all the current AMS-02 data are taken in the same period of solar activity, which makes

it easier to model the effect of solar modulation consistently.

The AMS-02 data that we shall include in the analysis are the spectra of the cosmic-ray

nuclei ratio B/C [24] and the proton flux [25], namely, the whole data set is

D = {DAMS
B/C , DAMS

p }. (19)

Since we focus on determining the propagation parameters, the AMS-02 data of electrons

and positrons are not included for the moment. It is known that they are not consis-

tent with the conventional backgrounds, which calls for exotic contributions from nearby

astrophysical sources or DM. We adopt the conventional diffusive reaccelaration (DR)

models in which Vc ≃ 0. It has been shown that in the GALPROP approach a nonvan-

ishing Vc results in the predicted peak of B/C spectrum to be too wide compared with

the data [31, 54]. We consider the case where R = 20 kpc and δ1 = δ2 ≡ δ, thus there

are 4 free parameters related to the cosmic-ray propagation: Zh, D0, δ and Va. There

are 2 parameters for the power-law indices of the primary source terms γp1 and γp2. The

break is fixed at ρps = 104 MV. In the GALPROP code, the primary nuclei source term

is normalized in such a way that the proton flux Np at kinetic energy Ekin =100 GeV is

reproduced. We find Np = 4.83± 0.02 cm−2sr−1s−1MeV−1 from interpolating the AMS-02

proton flux data at 100 GeV. The solar modulation amplitude is fixed at φ = 550 MV.

Thus in total there are 6 free parameters, namely,

θ = {Zh, D0, δ, Va, γp1, γp2}. (20)

The priors of all the parameters are chosen to be uniform distributions according to

Eq. (16) with the prior intervals listed in Tab. 2.

9

Thermal	
  DM	
  annihilaSon	
  
cross	
  secSon	
  3	
  ~	
  10^-­‐26	
   



ProjecOon	
  of	
  AMS-­‐02	
  SensiOvity	
  on	
  AnOproton	
   

•  Expected	
  number	
  of	
  anOproton	
  for	
  a	
  given	
  exposure	
  Ome,	
  and	
  uncertainty	
  

•  Acceptance	
  of	
  anOproton	
  at	
  kineOc	
  energy	
  T	
  and	
  the	
  efficiency	
  of	
  detector	
  
	
  a(T)	
  =0.147	
  m2	
  	
  ,	
  	
  (1–	
  11	
  GeV);	
  	
  

	
  	
  	
  	
  	
  	
  	
  	
  a(T)	
  =0.030	
  m2,	
  	
  	
  	
  	
  (	
  11–	
  150	
  GeV);	
  	
  	
  a(T)	
  <<	
  1,	
  	
  	
  T	
  >150	
  
	
  ε=90%,	
  	
  (>	
  1	
  GeV)	
  

	
  
•  Data	
  binning,	
  	
  according	
  to	
  AMS-­‐02	
  	
  rigidity	
  resoluOon	
  and	
  kineOc	
  resoluOon	
  

	
  

case where an excess in the cosmic-ray antiproton flux over the astrophysical background

is observed in the forthcoming AMS-02 antiproton data.

We generate mock data of antiproton flux according to the specifications of the AMS-

02 detector for the case with an astrophysical background plus a contribution from DM

annihilation into bb̄ final states. The binning of the kinetic energy spectrum of the an-

tiproton flux is based on the rigidity resolution of the AMS-02 detector which is obtained

from fitting to the Fig. 2 of Ref. [70],

∆R

R
= 0.000477×R + 0.103. (25)

This value is for the observed event tracks hitting on both layer-1 and layer-9 of the AMS-

02 silicon tracker. The rigidity resolution reaches 100% for R ≈ 1.9 TV, which roughly

sets the upper limit on the proton/antiproton rigidity that can be measured by the AMS-

02 detector. The relation between the resolution of the kinetic energy T and that of the

rigidity reads

∆T

T
=

(

T + 2mp

T +mp

)

∆R

R
, (26)

where mp is the proton mass. The expected number of antiprotons N in the i-th kinetic

energy bin (with kinetic energy Ti) for an exposure time ∆t is given by

N = ϵa(Ti)φ(Ti)∆Ti∆t, (27)

where ϵ is the efficiency of the detector, a(Ti) is the acceptance for antiproton at kinetic

energy Ti, φ(Ti) is the expected antiproton flux, and ∆Ti is the width of the i-th kinetic

energy bin. From Ref. [71], the acceptance is a(T ) ≈ 0.147 m2 for 1 GeV ≤ T ≤ GeV

and a(T ) ≈ 0.03 m2 for 11 GeV ≤ T ≤ 150 GeV. For T ≥ 150 GeV, the acceptance drops

very quickly with increasing kinetic energy. In numerical calculations, we interpolate the

values of a(T ) from Fig. 8 of Ref. [71]. The efficiency is assumed to be a constant ϵ = 0.9

in this work. Due to the geomagnetic effects, the value of ϵ becomes very low at kinetic

energies below 1 GeV [72], we thus only consider the mock data above 1 GeV.

Under the assumption that the distribution of the observed antiproton events is Pois-

sonian, the statistic uncertainty in N observed events is ∆N =
√
N . Thus the statistic

uncertainty in the flux φ(Ti) is

∆φ(Ti)sta =

√

φ(Ti)

ϵa(Ti)∆Ti∆t
. (28)

The systematic uncertainties may have various sources, such as the misidentification of

background protons and electrons as antiprotons. The AMS-02 detector has a rejection
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power of p : p̄ ∼ 105 − 106 for protons and e− : p̄ ∼ 103 − 104 for electrons. At multi-

GeV energy region, the flux ratios p/p̄ and e−/p̄ are ∼ 104 and ∼ 102 respectively. Thus

the systematic uncertainty can reach ∼ 1 − 10%. In this work, we take the systematic

uncertainty to be ∆φsys = 8%. The total uncertainty is ∆φ(Ti) =
√

∆φ(Ti)2sta +∆φ2
sys. In

Fig. 8, we show the mock data of the projected AMS-02 antiproton flux with 3-year data

taking. The antiproton background is generated according to the best-fit propagation

parameters listed in Tab. 2. We assume that the DM particles annihilate into bb̄ final

states with a typical thermal cross section ⟨σv⟩0 = 3 × 10−26 cm3s−1 for different masse

mχ = 10, 100, 250 and 500 GeV, respectively, and the cases of large cross sections ⟨σv⟩ =
1 and 3 × 10−25 cm3s−1 for a large mχ = 500 GeV. The halo DM profile is assumed to

be Einasto. As can be seen from the figure, only in the cases where a light 10 GeV DM

particle with typical thermal cross section or a heavy 500 GeV DM particle with a large

cross section, the DM contribution can lead to a visible change in the antiproton flux.

However, it is still possible that a tiny change in the spectrum of antiproton flux can be

identified by the AMS-02 experiment.

We first investigate the reconstruction capability for the cases where the DM annihila-

tion cross section is fixed ⟨σv⟩ = ⟨σv⟩0 and the DM particle mass is allowed to vary in the

range ∼ 10 − 500 GeV. In Fig. 9, we show the results of the reconstruction for mχ = 10,

30, 50, 100, 250 and 500 GeV. The figure shows that for mχ ! 100 GeV, the annihilation

cross section can be reconstructed with uncertainties around a factor of two. For a fixed

annihilation cross section, the reconstruction becomes difficult for heavier DM particle, as

the source term is suppressed by m2
χ. As shown in Fig. 9, when mχ > 250 GeV, only an

upper limit is obtained from the mock data. We then consider the case where mχ is fixed

at 500 GeV and ⟨σv⟩ differs significantly from ⟨σv⟩0. For large annihilation cross sections

⟨σv⟩ = 1 × 10−25 cm2 and 3 × 10−25 cm2, we find that the cross section can still be well

reconstracted with uncertainty typically about a factor of two. In all the cases, we find

that the DM particle mass can be well reconstructed with uncertainties less than ∼ 30%.

8 Conclusions

The AMS-02 experiment is measuring the spectra of cosmic-ray nuclei fluxes with un-

precedented accuracies, which is of crucial importance in understanding the origin and

propagation of the cosmic rays and searching for dark matter. We have performed a

global Bayesian analysis of the constraints on the cosmic-ray propagation models from

the recent AMS-02 data on the ratio of Boron to Carbon nuclei and proton flux with the

assumption that the primary source is a broken power law in rigidity. The analysis is

based on the method of MCMC sampling. The result has shown that the propagation pa-
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FIG. 8: Mock data of the projected AMS-02 antiproton flux with 3 years of data taking in

the assumption of DM annihilating into bb̄ final states with a typical thermal cross section

⟨σv⟩0 = 3×10−26 cm3s−1 for DM particle masse mχ = 10, 100, 250, 500 GeV, respectively,

and the cases of large cross sections ⟨σv⟩ = 1 and 3 × 10−25 cm3s−1 for mχ = 500 GeV.

In each plot, the dashed line represents the contribution from DM only, and the solid line

represents the sum of background and DM contribution. The background is generated from

the best-fit propagation parameters shown in Tab. 2. The halo DM profile is assumed to

be Einasto. The mock data with kinetic energy below 1 GeV (shadowed region) is not used

for the reconstruction of DM properties due to the geomagnetic cut off of the detection

efficiency.
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DM	
  250	
  GeV,	
  	
  BF=1	
  	
   DM	
  500	
  GeV,	
  ,	
  BF=1	
   

DM	
  500	
  GeV,	
  BF=3	
   DM	
  500	
  GeV,	
  BF=10	
   

h�vi = BF⇥ (3⇥ 10�26cm3s�1)

AnOproton	
  background	
  is	
  generated	
  according	
  to	
  the	
  best-­‐fit	
  propagaOon	
  parameters 

Halo	
  DM	
  profile:	
  Einasto	
  Profile	
   

Dashed	
  line	
  
represents	
  the	
  
contribuOon	
  
from	
  DM	
  only	
  
	
  
Solid	
  line	
  
represents	
  the	
  
sum	
  of	
  
background	
  
and	
  DM	
  
contribuOon 



ReconstrucOon	
  of	
  DM	
  ProperOes 

FIG. 9: Reconstructed allowed regions of DM particle mass and annihilation cross section

at 68% and 95% CL from the mock data of antiproton flux. The mock data correspond

to the projected AMS-02 antiproton flux with 3 years of data taking in the assumption

of DM annihilating into bb̄ final states with a typical thermal cross section ⟨σv⟩0 = 3 ×
10−26 cm3s−1 for several DM particle masse mχ = 10, 30, 50, 100, 250 and 500 GeV, and

the cases of large cross sections ⟨σv⟩ = 1 and 3× 10−25 cm3s−1 for mχ = 500 GeV.
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  BF=1	
  	
   

	
  BF=3	
  	
   

	
  BF=10	
  	
   

The	
  cross	
  secOon	
  can	
  be	
  reconstructed	
  within	
  O(2),	
  masses	
  O(30%)	
  at	
  95%	
  CL	
  for	
  light	
  DM	
  
(<100	
  GeV)	
  and	
  BF=1.	
  ReconstrucOon	
  is	
  possible	
  for	
  heavy	
  DM	
  with	
  large	
  boost	
  factor(BF) 



Mechanisms for Boost Factor 

1) Resonance-enhancement 

W.L.	
  Guo,	
  Y.L.	
  Wu,	
  PRD79,055012(2009)	
  

The observed positron excesses contradict with thermal  WIMP scenario.  
Velocity (temperature)-dependent cross sections can solve the problem 

( Ecm
2-M2 )à v2 

1)	
  Briet-­‐Wigner	
  resonance-­‐enhancement 



DM conversion can provide a boost of DM relic density to  
compensate the large annihilation cross section 

•  Thermal	
  evoluSon	
  for	
  interacSng	
  DM	
  

	
  
•  Boltzmann	
  equaSon	
  	
  

Z.P.	
  Liu,	
  Y.L.	
  Wu,	
  Y.F.	
  Zhou,	
  EPJC71,1749	
  (2011)	
  

2)	
  	
  DM	
  conversion 

Mechanisms for Boost Factor 



Thermal Evolution with DM Conversion 

1.	
  Thermal	
  	
  equilibrium	
  with	
  SM	
  	
  

2.	
  	
  	
  Decouple	
  	
  from	
  SM,	
  but	
  sSll	
  in	
  equilibrium	
  with	
  each	
  other	
  

	
  
3.	
  	
  	
  Late	
  Sme	
  DM	
  conversion	
  at	
  large	
  z	
  

–  Slow	
  conversion	
  characterized	
  by	
  r(z)	
  
–  Crossing	
  point	
  	
  

4.	
  	
  	
  	
  Complete	
  decouple	
  (freeze-­‐out)	
  	
  

Freeze-­‐out	
  condiSon	
  
Y1(z)	
  increased	
  eventually	
  	
  

Z.P.	
  Liu,	
  Y.L.	
  Wu,	
  Y.F.	
  Zhou,	
  EPJC71,1749	
  (2011)	
  



3) Sommerfeld Enhancement  (Explain AMS02 ?)  

 In marginal agreement 
with AMS-02 Z.P.Liu,	
  Y.L.	
  Wu,	
  Y.F.	
  Zhou,	
  arXiv:1305.5438,	
  PRD	
  

i)	
  vector	
  force-­‐carrier	
  case 

The	
  effect	
  of	
  the	
  Sommerfeld	
  enhancement	
  and	
  the	
  constraint	
  from	
  
thermal	
  relic	
  density	
  depend	
  on	
  the	
  nature	
  of	
  the	
  force-­‐carrier	
  parOcle 

For	
  	
  force-­‐carrier	
  being	
  a	
  vector	
  
boson,	
  the	
  induced	
  long-­‐range	
  
potenOal	
  is	
  of	
  Yukawa	
  type,	
  the	
  
process	
  of	
  DM	
  annihilaOon	
  into	
  
force	
  carries	
  is	
  an	
  s-­‐wave	
  process 

The	
  Sommerfeld	
  enhancement	
  of	
  DM	
  parOcle	
  annihilaOon	
  cross	
  secOon	
  occurs	
  when	
  
the	
  annihilaOng	
  parOcles	
  self-­‐interact	
  through	
  a	
  long-­‐range	
  aUracOve	
  potenOal	
  V	
  (r)	
  at	
  
low	
  relaOve	
  velociOes,	
  which	
  causes	
  the	
  distorOon	
  of	
  the	
  wave	
  funcOon	
  at	
  the	
  origin 



ii) Scalar force-carrier case 

  
 

 In marginal agreement 
with AMS-02 

Z.P.Liu,	
  Y.L.	
  Wu,	
  Y.F.	
  Zhou,	
  arXiv:1305.5438,	
  PRD	
  

3) Sommerfeld Enhancement  (Explain AMS02 ?)  

If	
  the	
  force	
  carrier	
  is	
  a	
  scalar,	
  
the	
  same	
  process	
  becomes	
  a	
  
velocity-­‐suppressed	
  p-­‐wave	
  
process,	
  which	
  resulOng	
  in	
  a	
  
weaker	
  constraint.	
  It	
  is	
  larger	
  
by	
  a	
  factor	
  of	
  2. 



iii) Pseudoscalar force-carrier 

 In better agreement with AMS-02 

Z.P.Liu,	
  Y.L.	
  Wu,	
  Y.F.	
  Zhou,	
  
arXiv:1305.5438,	
  PRD	
  

3) Sommerfeld Enhancement  (Explain AMS02)  

If	
  the	
  force	
  carrier	
  is	
  a	
  pseudoscalar,	
  
the	
  induced	
  long-­‐range	
  potenOal	
  is	
  a	
  
tensor	
  force,	
  and	
  the	
  process	
  of	
  DM	
  
annihilaOon	
  into	
  force	
  carries	
  	
  is	
  
again	
  a	
  p-­‐wave	
  process.	
  Much	
  larger	
  
enhancement	
  can	
  be	
  obtained	
  in	
  the	
  
resonance	
  region!	
   

Conclusion:	
  the	
  Sommerfeld	
  enhancement	
  is	
  
sOll	
  a	
  viable	
  mechanism	
  to	
  account	
  for	
  the	
  
current	
  cosmic-­‐ray	
  lepton	
  anomalies 



n  Accurate	
  predicOon	
  for	
  DM-­‐induced	
  CR	
  signals	
  requires	
  beUer	
  
understanding	
  of	
  the	
  propagaOon	
  of	
  CR	
  parOcles.	
  	
  

n  Precision	
  AMS-­‐02	
  data	
  provide	
  us	
  rich	
  informaOon,	
  and	
  enable	
  
us	
  to	
  disOnguish	
  different	
  DM	
  models.	
  The	
  data	
  favor	
  DM	
  
annihilaOon	
  over	
  DM	
  decay.	
  

n  Precision	
  AMS-­‐02	
  data	
  alone	
  (B/C	
  raOo	
  +	
  proton	
  flux)	
  allow	
  us	
  
to	
  determine	
  more	
  precisely	
  the	
  	
  major	
  CR	
  propagaOon	
  
parameters,	
  e.g.	
  the	
  uncertainty	
  in	
  D0/Zh	
  is	
  within	
  5%.	
  

n  The	
  uncertainOes	
  in	
  positron	
  fracOon	
  are	
  constrained	
  to	
  be	
  	
  
O(2),	
  and	
  that	
  in	
  anOproton	
  be	
  O(10),	
  both	
  are	
  significantly	
  
smaller	
  than	
  the	
  analyses	
  prior	
  to	
  AMS-­‐02	
  	
  [	
  O(10),	
  O(100)	
  ]	
  

n  The	
  projecOon	
  for	
  AMS-­‐02	
  sensiOvity	
  on	
  anOproton	
  flux,	
  
	
  for	
  DM	
  E<200	
  GeV	
  with	
  thermal	
  σv,	
  the	
  cross	
  secOon	
  can	
  be	
  
	
  reconstructed	
  	
  within	
  O(2)	
  	
  for	
  3-­‐year	
  data	
  taking.	
  

n More	
  precise	
  measurements	
  on	
  the	
  high	
  energy	
  region	
  will	
  be	
  
crucial	
  for	
  a	
  beUer	
  understanding	
  on	
  CRs	
  and	
  DM	
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